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Introduction



So, you’ve decided to pick up a book on Lisp and read the introduction. Perhaps you were surprised to see something that looks like a comic book mixed in with the other computer programming books on the shelf. Who would bother writing a comic book about a weird academic programming language like Lisp? Or maybe you’ve heard other people raving about the Lisp language and thought, “Boy, Lisp sure sounds different from other languages people talk about. Maybe I should pick up a Lisp book sometime.” Either way, you’re now holding a book about a programming language that is very cool but also very unusual.
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What Makes Lisp So Cool and Unusual?



Lisp is a very expressive language. Lisp is designed to let you take the most complicated programming ideas and express them in a clear and appropriate way. Lispers have the freedom to write a program in exactly the way that is most helpful for solving any problem at hand.
The power at your fingertips when writing Lisp code is what makes it so different. Once you “get” Lisp, you’ll be forever changed as a programmer. Even if you end up never writing Lisp code again for the rest of your life, learning Lisp will fundamentally change you as a coder.
In a way, learning a typical programming language is similar to learning a foreign language as an adult. Suppose you go out tomorrow and decide you’re going to learn French. You may take every course on French that you can find, read materials that are only in French, and even move to France. But no matter what you do, your understanding of French will always remain a little imperfect. And no matter how good of a French speaker you eventually become, in your dreams you probably will still be speaking in your native language.
Lisp is different. It’s not just like learning any foreign language. Once you’ve learned Lisp, you’ll even dream in Lisp. Lisp is such a powerful idea that it will crowd out your previous programming experience and become your new mother tongue! Whenever you encounter a new programming idea in any language, you’ll always say to yourself, “That’s kind of how I’d do it in Lisp, except . . . .” That’s the kind of power only Lisp will give you.
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At this point, all you may know about Lisp is that at least one person (me) is extremely excited about it. But your time is valuable, and learning something new is bound to require some effort.
The good news is Lisp isn’t really as difficult as it may seem at first glance. For instance, the following is a valid Lisp expression:
(+ 3 (* 2 4))
Can you guess what the value of this expression is? If you answered 11, then you’ve already figured out how to read basic Lisp code. It is written just like math, except that the functions—in this case, addition and multiplication—come before the numbers, and everything is in parentheses.


If Lisp Is So Great, Why Don't More People Use It?



Actually, a fair number of large companies do use Lisp for some serious work (you’ll find a long list of industrial Lisp projects at http://snipurl.com/e3lv9/). Other programming languages are constantly “borrowing” features of Lisp and presenting them as the latest and greatest ideas. Also, the Semantic Web, which many believe will play a big role in the future of the Web, uses many tools written in Lisp.
Note
The idea behind the Semantic Web is to create a set of protocols for websites to follow so that a computer can determine the “meaning” of information on a web page. This is done by annotating web pages with special metadata (usually in a format called Resource Description Framework, or RDF) that links to common vocabularies, which different websites may share. Many of the tools used for working with description logics and RDF data are written in Lisp (for example, RacerPro and AllegroGraph).

So, Lisp certainly has a promising future. But some may think that learning Lisp is not worth the effort.
How did Lisp get this undeserved reputation?
I think that people use a rule of thumb when deciding what things in life are worth learning. Most people seek knowledge in one of the following three categories:
	What many other people learn (calculus, C++, and so on)

	What is easy to learn (hula-hooping, Ruby, and so on)

	What has value that is easy to appreciate (thermonuclear physics, for example, or that ridiculously loud whistle where you stick your fingers in your mouth)



Lisp doesn’t fall into any of these categories. It’s not as popular as calculus, particularly easy to learn, or as obviously valuable as that loud whistle. If we were to follow these (usually very sensible) rules of thumb, we would conclude that a reasonable person should stay away from Lisp. However, in the case of Lisp, we’re going to throw out these rules. As you’ll see from reading this book, Lisp gives you insights into computer programming that are so profound that every serious programmer should have some experience with this unusual language, even if it requires a little effort.
If you’re still not convinced, you might want to take a peek at the comic book epilogue way at the end of the book. You might not be able to understand everything in there right now, but it will give you a feel for the advanced features available within Lisp and what makes Lisp programming different from other types of programming.

Where Did Lisp Come From?



The Lisp family of languages is truly ancient, with a history that differs from other languages. We’ll need to travel far back in time to get to the beginning of it all.
A long time ago (way back in the 1940s), the Earth was covered by a giant ocean called the Panthalassic Ocean, along with a single barren land mass named Pangaea. In this unforgiving environment, the first computer programs evolved, written in pure machine language (or “ones and zeros,” as they say).
These protolanguages were tightly bound to specific computer systems, such as the ENIAC, the Zuse Z3, and other early vacuum-tube contraptions. Often, these early computers were so primitive that “programming” them involved simply flipping switches or patching cables to physically encode each operation.
The dark days of these protolanguages saw a lot of experimentation with different computer architectures and an explosion of different computer instruction sets. Competition was fierce. While most of these primitive language experiments ultimately disappeared—victims of ancient battles for survival—others thrived.
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At a certain point, computers acquired their own in memory to store programs, along with primitive assemblers that allowed programs to be written in text, instead of with just pure numbers. These assembly languages included Short Code, ARC assembly, and EDSAC Initial Orders.
Assembly languages made software development much more efficient, enabling ancient assemblers to evade the many predators in this primordial ocean. But assembly languages still had significant limitations. They were always designed around the instruction set of a specific processor and so they were not portable across different machine architectures. Programming languages needed to evolve to survive beyond the confines of a specific machine instruction set.
The 1950s saw the arrival of the first machine-independent programming languages. Languages like Autocode and Information Processing Language accomplished this independence not only through lungs and legs, but also through new types of software, such as compilers and interpreters.
With compilers and interpreters, computer programs could now be written in a human-friendly syntax. A compiler can take a human-written computer program and convert it automatically into a machine-friendly binary format that the computer can execute. An interpreter, on the other hand, performs the actions described in a human-written program directly, without converting them all the way down to a machine-friendly binary format.
For the first time, programmers could use languages that were designed to make computer programming a pleasant activity, without needing to operate at the primitive level of the computer hardware. These interpreted and compiled programming languages are what we now think of as the first “true” programming languages. One of the most imposing of these early languages, FORTRAN (developed in 1957), was widely supported on different architectures and is still used heavily to this day.
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Up until this point, the most successful languages had been designed around one central idea: to offer a general design and syntax that would make programming as easy as possible for novices. However, designing a good programming language turns out to be very difficult. Hence, most of these languages, like FORTRAN, BASIC, and C, were really just a mishmash of older ideas, copied from one another and thrown together in a way that lacked any real beauty. They were usually easy to use in only superficial ways. Nonetheless, these fierce languages roamed the jungles for decades in search of easy prey.
In the shadows of these fearsome beasts lurked a small, humble, and entirely different sort of creature—mostly hidden from view, but present almost since the very first machine-independent languages crawled onto land. These were languages that used mathematical syntax, such as the lambda calculus, developed by mathematicians in the 1930s.
Not the least bit concerned with being pragmatic or easy for novices to learn, these languages were highly intelligent and wanted to push the limits of language design. They posed questions about program notation, language semantics, and the simplest possible language syntax.
From these highly intelligent mathematical syntaxes evolved one most notable creature: the original Lisp programming language. Unlike most other programming languages, it did not evolve from FORTRAN or other languages that were concerned with pragmatism or ease of use. Its lineage is a completely separate one, drawn straight from mathematics. But where did Lisp come from?
Some people claim that the story behind Lisp’s origins has been forever lost in the fog of time. Others (who are probably more correct) say Lisp’s creation was the work of John McCarthy in 1959. One day, it is said, he gathered together his tribe at MIT and presented an ingenious idea. McCarthy envisioned a completely theoretical programming language, which would have minimal syntax and semantics but, at the same time, create incredibly elegant programs. These programs were so elegant that even writing an interpreter for Lisp in Lisp itself would take only around 50 lines of computer code!
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Note
John McCarthy published the paper “Recursive Functions of Symbolic Expressions and Their Computation by Machine, Part I,” Communications of the ACM (April 1960): 184-195. You can read it at http://www-formal.stanford.edu/jmc/recursive.pdf.
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When McCarthy first published his idea, it was intended only as an intellectual exploration of mathematical syntax. But soon, the Lisp language evolved and could work with compilers and interpreters. It now ran on real computers, just like FORTRAN and the other programming languages! But unlike these other languages, Lisp retained a beauty derived from its mathematical ancestry.
Soon after the first Lisps appeared, the first Lisp programmers appeared, capturing these docile creatures and transforming them into ever-more-refined programming languages. Over time, these programmers turned the primal Lisps into dialects such as MACLISP and Interlisp.
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Although the hunting of early Lisps was a successful avocation for early Lisp programmers, it soon became clear that these hunters had a competitor: Cro-Magnon man. The Cro-Magnons were more aggressive than the peaceful Lisp programmers, attacking ever-bigger software development projects using fearsome languages such as COBOL. Developed for business applications, COBOL was an ugly and vile behemoth that nonetheless made lucrative prey for the Cro-Magnons. Lisp programmers, on the other hand, were more content contemplating elegant programming and hunting the occasional Lisp.
Now, while Lisp was an incredibly powerful idea, other programming languages already had a head start in mind share and more mature development tools. This made it a challenge for Lisps, and the Lisp programmers dependent on them, to get the traction they needed for mainstream success. However, the gentle Lispers were not concerned with such petty things. Despite their differing dispositions, the Lispers and the Cro-Magnons lived side by side in relative harmony.
In their own way, the Lispers were thriving. At that time, they benefited heavily from highly academic research in areas such as image recognition, computerized data classification, and other problems that fall under the general umbrella of artificial intelligence (AI). The highly mathematical nature of these problems lent their investigation to a Lispy approach, and Lisp programmers built new dialects of Lisp into ever-more-advanced computer systems to attack them. Many consider this the Golden Age of Lisp.
Unfortunately, after this brief golden period, the winds unexpectedly turned on the poor Lispers. In the mid-1980s, a sudden tilt in the axis of the Earth altered the climate, causing shortages in the food sources that the Lisp languages needed to survive. Disappointments in the progress of AI research caused many grants for academic research to dry up, and much of the hardware favored by the Lisps (such as Lisp machines from Symbolics, Lisp Machine, Inc., and Texas Instruments) fell behind the capabilities of more traditional complex instruction set computer (CISC) and reduced instruction set computer (RISC) hardware architectures. The world had become an unwelcoming place for Lisps and the Lisp programmers that depended on them for survival. The “AI winter” had arrived, and Lisp was doomed.
This finally gave the Cro-Magnons the definite advantage in the language race. The new craze of megalithic, FORTRAN-derived, object-oriented languages—such as C++, developed in 1983—had slowly conquered commercial software development. This gave the Cro-Magnons complete immunity from the AI winter, which was afflicting the Lispers. Furthermore, the wily Cro-Magnons borrowed some of the ideas pioneered by the Lispers to patch up the problems of mainstream languages. Thus, garbage collection and parametric polymorphism, originally found in the Lisps, became common in the languages used by mainstream programmers.
Eventually, through immense effort, the language behemoths of olden days had been tamed by the Cro-Magnons into C#, Java, and similar languages. The belief arose that these languages were more pleasant to use as tools than anything available in the past, with the Golden Age of Lisp long forgotten. More recently, languages such as Python and Ruby have further refined these Cro-Magnon languages into more modern directions.
But what has happened to the Lisp programmers during all this time? Have they completely succumbed to the AI winter? Are they once again lurking in the shadows, waiting for another day in the sun? No one knows for sure. But if you look hard enough, maybe in the highest mountains, in the deepest jungles, or on the lowest basement levels of MIT, you may catch a glimpse of an odd sort of creature. Some call it the Windigo; others refer to it as a yeti, Sasquatch, or rms. But those who really know think it just might be—that it could only be—a Lisp programmer.
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Where Does Lisp Get Its Power?



I’ve said that Lisp is a particularly powerful language. So what were the key insights that John McCarthy (and the other, later innovators of Lisp) had that made this power possible?
To make a programming language powerful, you need to make it expressive. Having an expressive language means that you can do a lot of stuff with very little actual code. But what traits does a language need to make this possible? I think there are two that are most important.
One trait is a lot of features built into the language. That way, for most things you need to get done, someone has already performed some of the work for you, and you can leverage that work to make your own code look pithy. Many modern languages have this trait. The Java language, for instance, is renowned for powerful libraries that, for example, let you acquire data from another PC over a socket with ease.
The second trait that gives a language power is letting you muck around inside it as deeply as possible to make it do your bidding. That way, even if the designers of the language never conceived of what you’re trying to do, you can make your own changes to the language until it does exactly what you need to solve your problems elegantly. This trait is much more difficult to provide in a language. Suppose you wanted to add something like nested function definition support to Java. If you know Java well, thinking about how to add such support is in the realm of nightmares.
The reason most languages aren’t good at supporting both of these traits simultaneously is that they conflict with each other. The richer a language is at the start, the more complicated it is. And the more complicated the language, the more painful it is to muck with that language. That’s why making your own changes to the most mature programming languages is close to impossible.
Of course, if you try hard enough, you can always make fundamental changes to any language. For instance, when C++ was developed, it originally took the form of a C preprocessor. A special C program was written that could take code written in the new C++ dialect and convert it into plain-old C, which you could then just run through a standard C compiler. This is how Bjarne Stroustrup, the inventor of C++, was able to tweak the C language and add features to turn it into his own. However, writing a translator such as this is an extremely difficult and tedious process that you would consider only as a last resort.
In contrast, Lisp languages make it extremely easy for an experienced Lisper to alter the compiler/interpreter that runs a program, while still supporting rich language features with extensive libraries. In fact, messing around with the language within Lisp is easier than in any other language ever created!
For example, writing a function in Lisp to calculate the distance between two points would be simple, as in most other languages. But an experienced Lisper would find it equally easy to invent a new way to nest function definitions or devise a funky if-then command. Even writing your own object-oriented programming support inside Lisp is not complicated (and most Lispers have probably done so at some point). In Lisp, everyone gets to be a mini-Stroustrup!
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How does Lisp make this neat feat possible? One of Lisp’s core characteristics is that writing a Lisp directly in Lisp is, itself, unbelievably simple. It turns out that this is the key property that allows Lisp to break the paradox of the two traits. By starting out as a language that could perform a cool mathematical trick of elegantly writing itself, it ended up possessing the very property needed to be both feature-rich and tweakable. That, in turn, makes it the perfect tool for actually writing just about any kind of program at all!
Think of it this way: Give a programmer a fish command in his programming language, and he will eat Chinese takeout and drink Jolt for a day. Give a programmer a programming language that allows him to write his own fish command, and he’ll eat Chinese takeout and drink Jolt for a lifetime (which, admittedly, would probably be cut short by nutritional deficiencies, and let’s not even discuss the probable heart arrhythmias).
So, now you have an idea of why Lisp is a very cool and very unusual programming language. It has a long and atypical history compared with most programming languages. Most languages came from the world of engineering, whereas Lisp originated from a more mathematical background. It has a lot to offer to those willing to spend a little time learning something new.

Part I. Lisp is Power
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Chapter 1. Getting Started with Lisp



This chapter begins with an introduction to the various dia lects of Lisp. Then we’ll talk a bit about ANSI Common Lisp, the dialect that we’ll be using in this book. Finally, you’ll get started by installing and testing CLISP, the implementation of ANSI Common Lisp that will let you run all the Lisp games you’re going to be creating!
Lisp Dialects



Any language that obeys the central principles of Lisp is considered a Lisp dialect. Since these principles are so simple, it’s not surprising that literally hundreds of dialects of Lisp have been created. In fact, since so many budding Lispers create their own Lisp dialect as an exercise, there may be thousands of partially completed Lisps slumbering in long-abandoned directories on hard drives across the planet. However, the vast majority of the Lisp community uses two Lisps: ANSI Common Lisp (often abbreviated CL) and Scheme.
In this book, we’ll be talking exclusively about the ANSI Common Lisp dialect, the slightly more popular of the two. Nevertheless, most of the knowledge you’ll gain from reading this book will also be relevant to Scheme (although the names of functions tend to differ somewhat between the dialects).
A Tale of Two Lisps



Some deep philosophical differences exist between ANSI Common Lisp and Scheme, and they appeal to different programmer personalities. Once you learn more about Lisp languages, you can decide which dialect you prefer. There is no right or wrong choice.
To aid you in your decision, I have created the following personality test for you:
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If you chose A, you like raw power in your language. You don’t mind if your language is a bit ugly, due to a lot of pragmatic compromises, as long as you can still write tight code. ANSI Common Lisp is the best language for you! ANSI Common Lisp traces its ancestry most directly from the ancient Lisp dialects, built on top of millions of programmer hours, giving it incredibly rich functionality. Sure, it has some baroque function names due to countless historical accidents, but this Lisp can really fly in the right hacker’s hands.
If you chose B, you like languages that are clean and elegant. You are more interested in fundamental programming problems and are happy to while away on a beautiful meadow, contemplating the beauty of your code, occasionally writing a research paper on theoretical computing problems. Scheme is the language for you! It was created in the mid-1970s by Guy L. Steele and Gerald Jay Sussman and involved some soul-searching about the ideal Lisp. Code in Scheme tends to be slightly more verbose, since Schemers care more about mathematical purity in their code than creating the shortest programs possible.
If you chose C, you’re someone who wants it all: the power of ANSI CL and the mathematical beauty of Scheme. At this time, no Lisp dialect completely fits the bill, but that could change in the future. One language that might work for you (although it is sacrilege to make this claim in a Lisp book) is Haskell. It is not considered a Lisp dialect, but its followers obey paradigms popular among Lispers, such as keeping the syntax uniform, supporting native lists, and relying heavily on higher-order functions. More important, it has an extreme mathematical rigor (even more so than Scheme) that allows it to hide very powerful functionality under a squeaky clean surface. It’s essentially a wolf in sheep’s clothing. Like Lisp, Haskell is a language that any programmer would benefit from investigating further.

Up-and-Coming Lisps



As just mentioned, there really isn’t a true Lisp dialect available yet that possesses both the power and flexibility of ANSI Common Lisp and the elegance of Scheme. However, some new contenders on the horizon may attain the best-of-both-worlds crown in the near future.
One new Lisp that is showing promise is Clojure, a dialect developed by Rich Hickey. Clojure is built on the Java platform, allowing it to leverage a lot of mature Java libraries right out of the box. Also, Clojure contains some clever and well-thought-out features to ease multithreaded programming, which makes it a useful tool for programming seemingly ubiquitous multicore CPUs.
Another interesting challenger is Arc. It is a true Lisp language being principally developed by Paul Graham, a well-known Lisper. Arc is still in an early stage of development, and opinion varies widely on how much of an improvement it is over other Lisps. Also, its development has been progressing at a glacially slow pace. It will be a while before anyone can say if Arc might be a meaningful contender.
We’ll be dipping our toes in some Arc and Clojure in the epilogue.

Lisp Dialects Used for Scripting



Some Lisp dialects are used for scripting, including these:
	Emacs Lisp is used for scripting inside the popular (and overall awesome) Emacs text editor.

	Guile Scheme is used as a scripting language in several open source applications.

	Script-Fu Scheme is used with the GIMP image editor.



These dialects are forks from older versions of the main Lisp branches and are not typically used for creating stand-alone applications. However, they are still perfectly respectable dialects of Lisp.

ANSI Common Lisp



In 1981, in order to cope with the dizzying number of dialects of the language, members of the varying Lisp communities drafted a specification for a new dialect named Common Lisp. In 1986, this language, after further adjustments, was turned into the ANSI Common Lisp standard. Many of the developers of older versions of Lisp modified their interpreters and compilers to conform to this new standard, which became the most popular version of Lisp and remains so to this day.
Note
Throughout this book, the term Common Lisp refers to the version of Common Lisp defined by the ANSI standard.

A key design goal with Common Lisp was to create a multiparadigm language, meaning it includes support for many different styles of programming. You’ve probably heard of object-oriented programming, which can be done quite nicely in Common Lisp. Other programming styles you may not have heard of before include functional programming, generic programming, and domain-specific language programming. These are all well supported within Common Lisp. You’ll be learning about each of these styles, along with others, as we progress through this book.



Getting Started with CLISP



Many great Lisp compilers are available, but one in particular is easiest to get started with: CLISP, an open source Common Lisp. CLISP is simple to install and runs on any operating system.
Other popular Lisps include Steel Bank Common Lisp (SBCL), a fast Common Lisp that’s considered a bit more heavy-duty than CLISP and also open source; Allegro Common Lisp, a powerful commercial Lisp by Franz, Inc; LispWorks; Clozure CL; and CMUCL. Mac users may want to consider LispWorks or Clozure CL, which will be easier to get running on their machines. However, for our purposes, CLISP is the best choice.
Note
Starting with Chapter 12, we’ll be using some CLISP-specific commands that are considered nonstandard. However, up until that point, any implementation of Common Lisp will work for running the examples in this book.

Installing CLISP



You can download a CLISP installer from http://clisp.cons.org/. It will run on Windows PCs, Macs, and Linux variants. On a Windows PC, you simply run an install program. On a Mac, there are some additional steps, which are detailed on the website.
On a Debian-based Linux machine, you should find that CLISP already exists in your standard sources. Just type apt-get install clisp at the command line, and you’ll have CLISP installed automatically.
For other Linux distributions (Fedora, SUSE, and so on), you can use standard packages listed under “Linux packages” on the CLISP website. And experienced Linux users can compile CLISP from source.

Starting Up CLISP



To run CLISP, type clisp from your command line. If all goes according to plan, you’ll see the following prompt:
$ clisp
  i i i i i i i       ooooo    o        ooooooo   ooooo   ooooo
  I I I I I I I      8     8   8           8     8     o  8    8
  I  \ `+' /  I      8         8           8     8        8    8
   \  `-+-'  /       8         8           8      ooooo   8oooo
    `-__|__-'        8         8           8           8  8
        |            8     o   8           8     o     8  8
  ------+------       ooooo    8oooooo  ooo8ooo   ooooo   8

Copyright (c) Bruno Haible, Michael Stoll 1992, 1993
Copyright (c) Bruno Haible, Marcus Daniels 1994-1997
Copyright (c) Bruno Haible, Pierpaolo Bernardi, Sam Steingold 1998
Copyright (c) Bruno Haible, Sam Steingold 1999-2000
Copyright (c) Sam Steingold, Bruno Haible 2001-2006

[1]>
Like all Common Lisp environments, CLISP will automatically place you into a read-eval-print loop (REPL) after you start it up. This means you can immediately start typing in Lisp code.
Try it out by typing (+ 3 (* 2 4)). You’ll see the result printed below the expression:
[1]> (+ 3 (* 2 4))
11
This shows how the REPL works. You type in an expression, and then the Lisp will immediately evaluate it and return the resulting value. When you want to shut down CLISP, just type (quit).
Now that you have CLISP working on your computer, you’re ready to write a Lisp game!


What You've Learned



In this chapter, we discussed the different dialects of Lisp and installing CLISP. You learned the following along the way:
	There are two main dialects of Lisp: Common Lisp and Scheme. Both have a lot to offer, but we’ll focus on Common Lisp in this book.

	Common Lisp is a multiparadigm language, meaning that it supports many different programming styles.

	CLISP is a Common Lisp implementation that is easy to set up, making it a great choice for a Lisp novice.

	You can type in Lisp commands directly from the CLISP REPL.
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Chapter 2. Creating Your First Lisp Program



Now that we’ve discussed some of the philosophy of Lisp and have a running CLISP environment, we’re ready to write some actual Lisp code in the form of a simple game.
The Guess-My-Number Game



This first game we’ll write is pretty much the simplest game imaginable. It’s the classic guess-my-number game.
In this game, you pick a number from 1 to 100, and the computer has to guess it.
The following shows what game play might look like if you pick the number 23. The computer starts by guessing 50, and with each successive guess, you enter (smaller) or (bigger) until the computer guesses your number.
> (guess-my-number)
50
> (smaller)
25
> (smaller)
12
> (bigger)
18
> (bigger)
21
> (bigger)
23
To create this game, we need to write three functions: guess-my-number, smaller, and bigger. The player simply calls these functions from the REPL. As you saw in the previous chapter, when you start CLISP (or any other Lisp), you are presented with the REPL, from which the commands you type will be read, then evaluated, and finally printed. In this case, we’re running the commands guess-my-number, smaller, and bigger.
To call a function in Lisp, you put parentheses around it, along with any parameters you wish to give the function. Since these particular functions don’t require any parameters, we simply surround their names in parentheses when we enter them.
Let’s think about the strategy behind this simple game. After a little thought, we come up with the following steps:
	Determine the upper and lower (big and small) limit of the player’s number. Since the range is between 1 and 100, the smallest possible number would be 1 and the biggest would be 100.

	Guess a number in between these two numbers.

	If the player says the number is smaller, lower the big limit.

	If the player says the number is bigger, raise the small limit.
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By following these simple steps, cutting the range of possible numbers in half with every guess, the computer can quickly hone in on the player’s number.
This type of search is called a binary search. As you may know, binary searches like this are used all the time in computer programming. You could follow these same steps, for instance, to efficiently find a specific number given a sorted table of values. In that case, you would simply track the smallest and largest row in that table, and then quickly hone in on the correct row in an analogous manner.


Defining Global Variables in Lisp



As the player calls the functions that make up our game, the program will need to track the small and big limits. In order to do this, we’ll need to create two global variables called *small* and *big*.
Defining the small and big Variables



A variable that is defined globally in Lisp is called a top-level definition. We can create new top-level definitions with the defparameter function:
> (defparameter *small* 1)
*SMALL*
> (defparameter *big* 100)
*BIG*
The function name defparameter is a bit confusing, since it doesn’t really have anything to do with parameters. What it does is let you define a global variable.
The first argument we send to defparameter is the name of the new variable. The asterisks surrounding the names *big* and *small*—affectionately called earmuffs—are completely arbitrary and optional. Lisp sees the asterisks as part of the variable names and ignores them. Lispers like to mark all their global variables in this way as a convention, to make them easy to distinguish from local variables, which are discussed later in this chapter.
Note
Although earmuffs may be “optional” in a strictly technical sense, I suggest that you use them. I cannot vouch for your safety if you ever post any code to a Common Lisp newsgroup and your global variables are missing their earmuffs.


An Alternative Global Variable Definition Function



When you set the value of a global variable using defparameter, any value previously stored in the variable will be overwritten:
> (defparameter *foo* 5)
FOO
> *foo*
5
> (defparameter *foo* 6)
FOO
> *foo*
6
As you can see, when we redefine the variable *foo*, its value changes.
Another command that you can use for declaring global variables, called defvar, won’t overwrite previous values of a global variable:
> (defvar *foo* 5)
FOO
> *foo*
5
> (defvar *foo* 6)
FOO
> *foo*
5
Some Lispers prefer to use defvar instead of defparameter when defining global variables. In this book, however, we’ll be using defparameter exclusively.
Note
When you read about Lisp in other places, you may also see programmers using the term dynamic variable or special variable when referring to a global variable in Common Lisp. This is because global variables in Common Lisp have some special abilities, which we’ll be discussing in future chapters.



Basic Lisp Etiquette



The way commands are called and the way code is formatted in Lisp is somewhat strange compared with other languages. First of all, you need to surround the command (and its arguments) with parentheses, as with the defparameter function:
> (defparameter *small* 1)
*SMALL*
Without the parentheses, a command will not be called.
Also, spaces and line breaks are completely ignored when Lisp reads in your code. That means you could call this command in any crazy way, with the same result:
> (               defparameter
           *small* 1)
*SMALL*
Because Lisp code can be formatted in such flexible ways, Lispers have a lot of conventions for formatting commands, including when to use multiple lines and indentation. We’ll loosely follow some of the common indentation conventions in the code examples in this book. However, we’re more interested in writing games than in discussing source code indentation rules, so we’re not going to be spending too much time on code layout rules in this book.

Defining Global Functions in Lisp



Our guess-my-number game has the computer respond to the player’s request to start the game, and then to requests for either smaller or bigger guesses. For these, we need to define three global functions: guess-my-number, smaller, and bigger. We’ll also define a function to start over with a different number, called start-over. In Common Lisp, functions are defined with defun, like this:
(defun function_name (arguments)
  ...)
First, we specify the name and arguments for the function. Then we follow it up with the code that composes the function’s logic.
Defining the guess-my-number Function



The first function we’ll define is guess-my-number. This function uses the values of the *big* and *small* variables to generate a guess of the player’s number. The definition looks like this:
> (defun guess-my-number ()
[image: ]      (ash (+ *small* *big*) −1))
[image: ] GUESS-MY-NUMBER
The empty parentheses, (), after the function name guess-my-number indicate that this function doesn’t require any parameters.
Although you don’t need to worry about indentation or line breaks when entering code snippets at the REPL, you must be sure to place parentheses correctly. If you forget a parenthesis or put one in the wrong place, you’ll most likely get an error.
Whenever we run a piece of code like this in the REPL, the resulting value of the entered expression will be printed. Every command in Common Lisp generates a return value. The defun command, for instance, simply returns the name of the newly created function. This is why we see the name of the function parroted back to us in the REPL after we call defun [image: ].
What does this function do? As discussed earlier, the computer’s best guess in this game will be a number in between the two limits. To accomplish this, we choose the average of the two limits. However, if the average number ends up being a fraction, we’ll want to use a near-average number, since we’re guessing only whole numbers.
We implement this in the guess-my-number function by first adding the numbers that represent the high and low limits, then using the arithmetic shift function, ash, to halve the sum of the limits and shorten the result. The code (+ *small* *big*) adds together those two variables. Because the addition happens within another function call, [image: ], the resulting sum is then passed to the ash function.
The parentheses surrounding the ash function and the addition (+) function are mandatory in Lisp. These parentheses are what tell Lisp, “I want you to call this function.”
The built-in Lisp function ash looks at a number in binary form, and then shifts its binary bits to the left or right, dropping any bits lost in the process. For example, the number 11 written in binary is 1011. We can move the bits in this number to the left with ash by using 1 as the second argument:
> (ash 11 1)
22
This produces 22, which is 10110 in binary. We can move the bits to the right (and lop off the bit on the end) by passing in −1 as the second argument:
> (ash 11 −1)
5
This produces 5, which is 101 in binary.
By using the ash function in guess-my-number, we are continually halving our search space of possible numbers to quickly narrow down to the final correct number. As already mentioned, this halving process is called a binary search, a useful technique in computer programming. The ash function is commonly used for such binary searches in Lisp.
Let’s see what happens when we call our new function:
> (guess-my-number)
50
Since this is our first guess, the output we see when calling this function tells us that everything is working as planned: The program picked the number 50, right in between 1 and 100.
When programming in Lisp, you’ll write many functions that won’t explicitly print values on the screen. Instead, they’ll simply return the value calculated in the body of the function. For instance, let’s say we wanted a function that just returns the number 5. Here’s how we could write this:
> (defun return-five ()
[image: ]     (+ 2 3))
Because the value calculated in the body of the function [image: ] evaluates to 5, calling (return-five) will just return 5.
This is how guess-my-number is designed. We see this calculated result on the screen (the number 50) not because the function causes the number to display, but because this is a feature of the REPL.
Note
If you’ve used other programming languages before, you may remember having to write something like return... to cause a value to be returned. In Lisp, this is not necessary. The final value calculated in the body of the function is returned automatically.


Defining the smaller and bigger Functions



Now we’ll write our smaller and bigger functions. Like guess-my-number, these are global functions defined with defun:
[image: ] > (defun smaller ()
[image: ]      (setf *big* (1- (guess-my-number)))
[image: ]      (guess-my-number))
  SMALLER
  > (defun bigger ()
[image: ]      (setf *small* (1+ (guess-my-number)))
     (guess-my-number))
  BIGGER
First, we use defun to start the definition of a new global function smaller. Because this function takes no parameters, the parentheses are empty [image: ].
Next, we use the setf function to change the value of our global variable *big* [image: ]. Since we know the number must be smaller than the last guess, the biggest it can now be is one less than that guess. The code (1- (guess-my-number)) calculates this: It first calls our guess-my-number function to get the most recent guess, and then it uses the function 1-, which subtracts 1 from the result.
Finally, we want our smaller function to show us a new guess. We do this by putting a call to guess-my-number as the final line in the function body [image: ]. This time, guess-my-number will use the updated value of *big*, causing it to calculate the next guess. The final value of our function will be returned automatically, causing our new guess (generated by guess-my-number) to be returned by the smaller function.
The bigger function works in exactly the same manner, except that it raises the *small* value instead. After all, if you call the bigger function, you are saying your number is bigger than the previous guess, so the smallest it can now be (which is what the *small* variable represents) is one more than the previous guess. The function 1+ simply adds 1 to the value returned by guess-my-number [image: ].
Here we see our functions in action, with the number 56 as our guess:
> (bigger)
75
> (smaller)
62
> (smaller)
56

Defining the start-over Function



To complete our game, we’ll add the function start-over to reset our global variables:
(defun start-over ()
   (defparameter *small* 1)
   (defparameter *big* 100)
   (guess-my-number))
As you can see, the start-over function resets the values of *small* and *big* and then calls guess-my-number again to return a new starting guess. Whenever you want to start a brand-new game with a different number, you can call this function to reset the game.


Defining Local Variables in Lisp



For our simple game, we’ve defined global variables and functions. However, in most cases you’ll want to limit your definitions to a single function or a block of code. These are called local variables and functions.
To define a local variable, use the command let. A let command has the following structure:
[image: ] (let (variable declarations)
[image: ]   ...body...)
The first thing inside the let command is a list of variable declarations [image: ]. This is where we can declare one or more local variables. Then, in the body of the command (and only within this body), we can use these variables [image: ]. Here is an example of the let command:
[image: ] > (let ((a 5)
[image: ]         (b 6))
[image: ]     (+ a b))
  11
In this example, we’ve declared the values 5 and 6 for the variables a [image: ] and b [image: ], respectively. These are our variable declarations. Then, in the body of the let command, we added them together [image: ], resulting in the displayed value of 11.
When using a let expression, you must surround the entire list of declared variables with parentheses. Also, you must surround each pair of variable names and initial variables with another set of parentheses.
Note
Although the indentation and line breaks are completely arbitrary, because the names of the variables and their values in a let expression form a kind of simple table, common practice is to align the declared variables vertically. This is why the b is placed directly underneath the a in the preceding example.


Defining Local Functions in Lisp



We define local functions using the flet command. The flet command has the following structure:
[image: ] (flet ((function_name (arguments)
[image: ]          ...function body...))
[image: ]   ...body...)
At the top of the flet, we declare a function (in the first two lines). This function will then be available to us in the body [image: ]. A function declaration consists of a function name, the arguments to that function [image: ], and the function body [image: ], where we put the function’s code.
Here is an example:
[image: ] > (flet ((f (n)
[image: ]             (+ n 10)))
[image: ]     (f 5))
  15
In this example, we define a single function, f, which takes a single argument, n [image: ]. The function f then adds 10 to this variable n [image: ], which has been passed in it. Then we call this function with the number 5 as the argument, causing the value 15 to be returned [image: ].
As with let, you can define one or more functions within the scope of the flet.
A single flet command can be used to declare multiple local functions at once. Simply add multiple function declarations in the first part of the command:
[image: ] > (flet ((f (n)
            (+ n 10))
[image: ]          (g (n)
            (- n 3)))
    (g (f 5)))
  12
Here, we have declared two functions: one named f [image: ] and one named g [image: ]. In the body of the flet, we can then refer to both functions. In this example, the body first calls f with 5 to yield 15, then calls g to subtract 3, leading to 12 as a final result.
To make function names available in defined functions, we can use the labels command. It’s identical in its basic structure to the flet command. Here’s an example:
[image: ] > (labels ((a (n)
              (+ n 5))
[image: ]            (b (n)
[image: ]               (+ (a n) 6)))
[image: ]    (b 10))
  21
In this example, the local function a adds 5 to a number [image: ]. Next, the function b is declared [image: ]. It calls the function a, and then adds 6 to the result [image: ]. Finally, the function b is called with the value 10 [image: ]. Since 10 plus 6 plus 5 equals 21, the number 21 becomes the final value of the entire expression. The special step that requires us to use labels instead of flet is where the function b calls the function a [image: ]. If we had used flet, the function b would not have “known” about the function a.
The labels command lets you call one local function from another, and it allows you to have a function call itself. This is commonly done in Lisp code and is called recursion. (You will see many examples of recursion in future chapters.)

What You've Learned



In this chapter, we discussed the basic Common Lisp commands for defining variables and functions. Along the way, you learned the following:
	To define a global variable, use the defparameter command.

	To define a global function, use the defun command.

	Use the let and flet commands to define local variables and functions, respectively.

	The function labels is like flet, but it lets functions call themselves. Functions that call themselves are called recursive functions.




Chapter 3. Exploring the Syntax of Lisp Code



As you’ve learned so far, Lisp commands must be entered in a rather unorthodox way, with parentheses surrounding each command. In this chapter, we’ll explore why Lisp works this way.
To understand why any language—whether it’s a programming language or a human language—looks a certain way, we need to begin with two concepts from the field of linguistics: syntax and semantics.
Syntax and Semantics



Here is a typical sentence in the English language:
	My dog ate my homework.

This sentence has the correct syntax for a sentence in English. The syntax of a piece of text represents the basic rules that it needs to follow to be a valid sentence. Here are some of the rules of sentences in the English language that this text obeys:
	The sentence ends in a punctuation mark.

	The sentence contains a subject and a verb.

	The sentence is made up of letters in the English alphabet (as opposed to Egyptian hieroglyphics or Sumerian cuneiform).



However, there is more to a sentence than just its syntax. We also care about what the sentence actually means. When we talk about the semantics of a sentence, we’re referring to its meaning.
For instance, here are some sentences that all roughly have identical semantics:
	My dog ate my homework.
	The canine, which I possess, has consumed my school assignment.
	Der Hund hat meine Hausarbeit gefressen.

The first two are just different ways of saying the same thing in English. The third sentence is in German, but it still has the same meaning and, hence, semantics as the first two.
The same distinction between these two ideas exists in programming languages. For instance, here is a valid line of code written in C++:
((foo<bar>)*(g++)).baz(!&qux::zip->ding());
This line of code obeys the rules of C++ syntax. To make my point, I put in a lot of weird syntax that is unique to C++, which differentiates it from other languages. If you were to place this line of code in a program of another programming language with a different syntax, it would probably be invalid and cause an error.
Of course, this C++ programming code also means something. If we were to put this line of code in a C++ program (in the proper context), it would cause your computer to do something. The actions that a program performs are the semantics of the program. It is usually possible to write a program that has the same semantics in different programming languages; that is, the program will do the same thing in both languages.
What all this boils down to is that most programming languages have similar semantic powers. However, basic Lisp code is different from code in any other major programming language in that it has a far simpler syntax. Having a simple syntax is a defining feature of the Lisp language.


The Building Blocks of Lisp Syntax



From the crazy line of C++ code in the previous section, you can get the idea that C++ has a lot of weird syntax—for indicating namespaces, dereferencing pointers, performing casts, referencing member functions, performing Boolean operations, and so on.
If you were to write a C++ compiler, you would need to do a lot of hard work so that the compiler could read this code and obey the many C++ syntax rules, before you could make any sense of the code.
Writing a Lisp compiler or interpreter is much easier. The part of a Lisp compiler or interpreter that reads in the code (which Lispers actually call the reader) is simpler than in C++ or any other major programming language. Take a random piece of Lisp code:
(defun square (n)
     (* n n))
This function declaration, which creates a function that simply squares a number, consists of nothing more than parentheses and symbols. In fact, you can view it as just a bunch of nested lists, delimited by parentheses.
Lisp only has one way of organizing bits of code: It uses parentheses to organize the code into lists.
All basic Lisp code uses this simple list-like syntax:
[image: image with no caption]

But what sorts of things can we put into these lists? Well, besides other lists, we can also put symbols, numbers, and strings into our code. Here, we’ll look at these basic building blocks, or datatypes, you’ll use in Lisp. (We’ll discuss many other Common Lisp datatypes in later chapters.)
Symbols



Symbols are a fundamental type of data in Lisp and are used extensively. A symbol in Lisp is a stand-alone word. Common Lisp symbols are typically made up of letters, numbers, and characters like + - / * = < > ? ! _. Some examples of valid Lisp symbols are foo, ice9, my-killer-app27, and even —<<==>>—.
Symbols in Common Lisp are case-insensitive (although most Lispers avoid using uppercase). To illustrate this, we’ll use a function called eq, which lets us see if two symbols are identical:
> (eq 'fooo 'FoOo)
T
As you can see, this function returned T, which tells us that Lisp considers these two symbols to be identical. (For now, ignore the quotation mark in front of the symbols. This will be explained shortly, when we discuss data mode.)

Numbers



Lisp supports both floating-point numbers and integers. When you write a number, the presence of a decimal point determines whether your number is seen as a floating-point number or an integer. The numbers 1 and 1.0 are two different entities in Common Lisp.
For instance, if you use most math functions with both an integer and a floating-point number, the integer will become “poisoned,” and a floating-point number will be returned. Here’s a case in point:
> (+ 1 1.0)
2.0
Note that the decimal point in the returned number, 2.0, indicates that it is a floating-point number.
Lisp can perform some amazing feats with numbers, especially when compared with most other languages. For instance, here we’re using the function expt to calculate the fifty-third power of 53:
> (expt 53 53)
2435684816502271213247760652010472551853345312868564084450513087957
6720609150223301256150373
Isn’t that cool? Most languages would choke on a calculation involving such a large number.
Finally, you should know that something weird could happen if you divide two integers:
> (/ 4 6)
2/3
The division function is dividing the 4 by 6. But instead of returning a fraction (0.66666...) as you might expect, it returns a rational number, represented as two integers with a division symbol between them. So the 2/3 result represents a single rational number, which is the mathematically ideal way to encode a fraction such as this.
Note that we get a different answer if there is a floating-point number in our calculation:
> (/ 4.0 6)
0.6666667
As in the previous example, the number with the decimal point (4.0) has poisoned our numbers to give us a fraction as a result.
If you’re not a math geek, this might not be of much use to you, but at least you now know what’s happening if you see this sort of thing while you’re coding. You can also rest assured that Lisp will do the right thing with this number when you use it later on in another calculation. Lisp is smart.

Strings



The last basic building block in Lisp is the string. Although strings aren’t really that fundamental to Lisp from a theoretical standpoint, any program that communicates with a human will usually need strings, because humans like to communicate with text.
To indicate a string in Lisp, surround characters with double quotes. For example, "Tutti Frutti" is a valid string.
We can display a string using a function called princ:
> (princ "Tutti Frutti")
[image: ] Tutti Frutti
[image: ] "Tutti Frutti"
Notice that printing our text at the REPL[1] will cause the text to appear twice. First, we see the actual printing caused by the princ command [image: ]. However, since the REPL will always show the result of evaluating the entered expression, we see our string parroted back to us [image: ]. This is because the princ function also returns a value, which happens to be the source string.
A string can also contain so-called escaped characters. If you want a string to include double quotes or a backslash, you’ll need to prefix these characters with a backslash. For example, this string has two escaped quotes:
> (princ "He yelled \"Stop that thief!\" from the busy street.")
He yelled "Stop that thief!" from the busy street.
As you can see, the backslashes in front of the two quotes tell Lisp that these are literal quotation marks in the string, shown in the displayed string just like any other character.



[1] As discussed in Chapter 2, in a read-eval-print loop (or REPL), the functions we enter will be read, then evaluated, and finally printed.



How Lisp Distinguishes Between Code and Data



When we write our Lisp program, how does Lisp decide which parts of our program consist of code (stuff to be executed) and which parts are just data? The syntax of Lisp has a special way of distinguishing between the two.
Common Lisp uses two modes when it reads your code: a code mode and a data mode. You can switch between these two modes when writing Lisp code.
Code Mode



Whenever you type something into the Lisp REPL, the compiler assumes that you’re entering a command you want to execute. In other words, Lisp always assumes that you’re writing code and defaults to code mode.
As we’ve already discussed, Lisp will expect Lisp code to be entered as a list. However, the code should be in a special type of list: a form. So when you’re in code mode, as you are when you start typing into the REPL, the commands you enter need to be structured as forms:
[image: image with no caption]

A form is simply a list with a special command at the beginning—typically the name of a function.
When reading a form, Lisp sends all other items in the list to the function as parameters. For example, enter the following into your REPL:
> (expt 2 3)
8
This calculates 2^3 = 8. It does this by calling expt, which computes an exponent. This command was entered in the standard way for Lisp: as a form with the function name at the beginning.
When Lisp reads the text for the parameters of such a command, it usually assumes that these parameters are also in code mode. Here’s an example:
> (expt 2 (+ 3 4))
128
This example has two nested forms. Lisp first looks at the entire expression in code mode. It determines that we’ve entered a form for the expt command. Then Lisp looks at the arguments to this command, also in code mode. One of these arguments (+ 3 4) is a form in its own right. This form is then executed, yielding 7. Afterward, this result is passed to the outer expt form, which is then executed.

Data Mode



As you might imagine, any stuff written in data mode is treated as data. This means the computer will not try to “execute” it, which allows us to have information in our code that’s just plain old data.
Let’s take a look at data mode in action. We’ll enter the same form that we entered in code mode in the previous example, with one difference:
> '(expt 2 3)
(expt 2 3)
This time, we put a single quote in front of the list. Instead of responding with the sum of the numbers 1 and 2, Lisp simply parrots our expression to us. The single quote tells Lisp to treat the subsequent form as a chunk of data—simply a list of items. Lisp then prints the result of evaluating what we entered, which is the list itself. It ignores any functions or variables in our list, treating everything as data.
Placing a quote in front of lists so that they won’t be evaluated as a command is called quoting. By using quoting, you can tell Lisp, “This next part isn’t a command. It’s just a chunk of data for my program.”


Lists in Lisp



Lists are a crucial feature in Lisp. They are what hold all your Lisp code (as well as data) together. Take any basic piece of Lisp code, such as the following:
(expt 2 3)
This piece of code contains a symbol (expt) and two numbers, all tied together as a list, indicated by the parentheses.
[image: image with no caption]

You can think of a Lisp program as a house. If you were to build a house in Lisp, your walls would be made out of lists. The bricks would be made out of symbols, numbers, and strings. However, a wall needs mortar to hold it together. In the same way, lists in Lisp are held together by structures called cons cells.
Cons Cells



Lists in Lisp are held together with cons cells. Understanding the relationship between cons cells and lists will give you a better idea of how Lisp works.
A cons cell looks like this:
[image: image with no caption]

It’s made of two little connected boxes, both of which can point at other things. A cons cell can point to another cons cell or another type of Lisp data. By being able to point to two different things, it’s possible to link cons cells together into lists. In fact, lists in Lisp are just an abstract illusion—all of them are actually composed of cons cells.
For instance, suppose we create the list '(1 2 3). Here’s how this list is represented in computer memory:
[image: image with no caption]

It’s created using three cons cells. Each cell points to a number, as well as the next cons cell for the list. The final cons cell then points at nil, to terminate the list. (If you’ve ever used a linked list in another programming language, this is the same basic idea.) You can think of this arrangement like a calling chain for your friends: “When I know about a party this weekend, I’ll call Bob, and then Bob will call Lisa, who will call . . .” Each person in a calling chain is responsible for only one phone call, which activates the next call in the list.

List Functions



Manipulating lists is extremely important in Lisp programming. There are three basic functions for manipulating cons cells (and hence lists) in Lisp: cons, car, and cdr.
The cons Function



If you want to link any two pieces of data in your Lisp program (regardless of type), the usual way to do that is with the cons function. When you call cons, the Lisp compiler typically allocates a small chunk of memory, the cons cell, that can hold two references to the objects being linked. (Usually, the second of the two items being linked will be a list.) For example, let’s link the symbol chicken to the symbol cat:
> (cons 'chicken 'cat)
(CHICKEN . CAT)
As you can see, cons returns a single object, the cons cell, represented by parentheses and a dot between the two connected items. Don’t confuse this with a regular list. The dot in the middle makes this a cons cell, just linking those two items together.
Notice how we prefix our two pieces of data with a single quote to make sure that Lisp sees them as just data and doesn’t try to evaluate them as code.
If instead of another piece of data, we attach the symbol nil on the right side of the list, something special happens:
> (cons 'chicken 'nil)
(CHICKEN)
Unlike with our cat, the nil does not show in the output this time. There’s a simple reason for this: nil is a special symbol that is used to terminate a list in Lisp. That said, the Lisp REPL is taking a shortcut and just saying that we created a list with one item, our chicken. It could have displayed the result by explicitly showing our cons cell and printing (CHICKEN . NIL). However, because this result is coincidentally also a list, it instead will show the list notation.
The lesson here is that Lisp will always go out of its way to “hide” the cons cells from you. When it can, it will show your results using lists. It will show a cons cell (with the dot between the objects) only if there isn’t a way to show your result using lists.
The previous example can also be written like this:
> (cons 'chicken ())
(CHICKEN)
The empty list, (), can be used interchangeably with the nil symbol in Common Lisp. Thinking of the terminator of a list as an empty list makes sense. What do you get when you add a chicken to an empty list? Just a list with a chicken in it. The cons function also can add a new item to the front of the list. For example, to add pork to the front of a list containing (beef chicken), use cons like so:
> (cons 'pork '(beef chicken))
(PORK BEEF CHICKEN)
When Lispers talk about using cons, they say they are consing something. In this example, we consed pork to a list containing beef and chicken.
Since all lists are made of cons cells, our (beef chicken) list must have been created from its own two cons cells, perhaps like this:
> (cons 'beef (cons 'chicken ()))
(BEEF CHICKEN)
Combining the previous two examples, we can see what all the lists look like when viewed as conses. This is what is really happening:
> (cons 'pork (cons 'beef (cons 'chicken ())))
(PORK BEEF CHICKEN)
Basically, this is telling us that when we cons together a list of three items, we get a list of three items. No wholesale copying or deleting of data ever needs to take place.
The REPL echoed back to us our entered items as a list, (pork beef chicken), but it could just as easily (though a little less conveniently) have reported back the items exactly as we entered them: (cons 'pork (cons 'beef (cons 'chicken ()))). Either response would have been perfectly correct. In Lisp, a chain of cons cells and a list are exactly the same thing.

The car and cdr Functions



Lists are just long chains of two-item cells.
The car function is used for getting the thing out of the first slot of a cell:
> (car '(pork beef chicken))
PORK
The cdr function is used to grab the value out of the second slot, or the remainder of a list:
> (cdr '(pork beef chicken))
(BEEF CHICKEN)
You can string together car and cdr into new functions like cadr, cdar, or cadadr. This lets you succinctly extract specific pieces of data out of complex lists. Entering cadr is the same as using car and cdr together—it returns the second item from a list. (The first slot of the second cons cell would contain that item.) Take a look at this example:
[image: ] > (cdr '(pork beef chicken))
  (BEEF CHICKEN)
[image: ] > (car '(beef chicken))
  BEEF
[image: ] > (car (cdr '(pork beef chicken)))
  BEEF
[image: ] > (cadr '(pork beef chicken))
  BEEF
We know that cdr will take away the first item in a list [image: ]. If we then take that shortened list and use car, we’ll get the first item in the new list [image: ]. Then, if we use these two commands together, we’ll get the second item in the original list [image: ]. Finally, if we use the cadr command, it gives us the same result as using car and cdr together [image: ]. Essentially, using the cadr command is the same as saying that you want the second item in the list.

The list Function



For convenience, Common Lisp has many functions built on top of the basic three—cons, car, and cdr. A useful one is the list function, which does the dirty work of creating all the cons cells and builds our list all at once:
> (list 'pork 'beef 'chicken)
(PORK BEEF CHICKEN)
Remember that there is no difference between a list created with the list function, one created by specifying individual cons cells, or one created in data mode using the single quote. They’re all the same animal.
[image: image with no caption]



Nested Lists



Lists can contain other lists. Here’s an example:
'(cat (duck bat) ant)
This is a list containing three items. The second item of this list is (duck bat), which is a list itself. This is an example of a nested list.
However, under the hood, these nested lists are still just made out of cons cells. Let’s look at an example where we pull items out of nested lists. Here, the first item is (peas carrots tomatoes) and the second item is (pork beef chicken):
[image: ] > (car '((peas carrots tomatoes) (pork beef chicken)))
  (PEAS CARROTS TOMATOES)
[image: ] > (cdr '(peas carrots tomatoes))
  (CARROTS TOMATOES)
[image: ] > (cdr (car '((peas carrots tomatoes) (pork beef chicken))))
  (CARROTS TOMATOES)
[image: ] > (cdar '((peas carrots tomatoes) (pork beef chicken)))
  (CARROTS TOMATOES)
The car function gives us the first item in the list, which is a list in this case [image: ]. Next, we use the cdr command to chop off the first item from this inner list, leaving us with (CARROTS TOMATOES) [image: ]. Using these commands together gives this same result [image: ]. Finally, using cdar gives the same result as using cdr and car separately [image: ].
As demonstrated in this example, cons cells allow us to create complex structures, and we use them here to build a nested list. To prove that our nested list consists solely of cons cells, here is how we could create this nested list using only the cons command:
> (cons (cons 'peas (cons 'carrots (cons 'tomatoes ())))
        (cons (cons 'pork (cons 'beef (cons 'chicken ()))) ()))
((PEAS CARROTS TOMATOES) (PORK BEEF CHICKEN))
Here are some more examples of functions based on car and cdr that we could use on our data structure:
> (cddr '((peas carrots tomatoes) (pork beef chicken) duck))
(DUCK)
> (caddr '((peas carrots tomatoes) (pork beef chicken) duck))
DUCK
> (cddar '((peas carrots tomatoes) (pork beef chicken) duck))
(TOMATOES)
> (cadadr '((peas carrots tomatoes) (pork beef chicken) duck))
BEEF
Common Lisp already defines all these functions for you. You can use any function with the name c*r right out of the box, up to four levels deep. In other words, cadadr will already exist for you to use, whereas cadadar (which is five levels deep) does not (you would need to write that function yourself). These functions make it easy to manipulate cons cells-based structures in Lisp, no matter how complicated they might be.
[image: image with no caption]

[image: image with no caption]



What You've Learned



In this chapter, we discussed the basic Lisp syntax. Along the way, you learned the following:
	Parentheses in Lisp are there to keep the amount of syntax to a minimum.

	Lists are created from cons cells.

	You can create lists by making cons cells with the cons command.

	You can inspect the pieces of a list with car and cdr.




Part II. Lisp is Symmetry




[image: image with no caption]



Chapter 4. Making Decisions with Conditions



In the previous chapters, you learned some basic Lisp commands, as well as some of the philosophy behind Lisp. In this chapter, we’ll be looking in detail at commands for handling conditions. The elegance of these commands shows that the unusual philosophy and design of Lisp has real practical benefits.
The Symmetry of nil and ()



One thing is particularly striking when we look at how Lisp commands and data structures work: They are imbued with symmetry in every conceivable way. This symmetry can give your Lisp code a certain elegance that other languages cannot have, and Lisp’s simple syntax is an important factor in making this symmetry possible.
Empty Equals False



Since the Lisp philosophy strongly emphasizes the use of lists to store and manipulate information, it will come as no surprise that the design of Common Lisp favors behaviors that make it easy to slice and dice such lists. The most profound design decision made in Common Lisp, with regard to lists, is that it automatically treats an empty list as a false value when evaluating a condition:
> (if '()
      'i-am-true
      'i-am-false)

I-AM-FALSE

> (if '(1)
      'i-am-true
      'i-am-false)

I-AM-TRUE
This example shows that when we pass the empty list () into an if form, it evaluates as a false value, whereas a list that contains an item evaluates as true.
Because we can easily detect an empty list, we can process lists using recursion. With this technique, we can take items from the front of a list and send the rest of the list back to the same function until the list is empty. (It’s a good thing that detecting empty lists is so easy, because so many functions in Lisp end up being list-eaters.)
[image: image with no caption]

Let’s look at a common list-eating function, which calculates the length of a list.
> (defun my-length (list)
     (if list
         (1+ (my-length (cdr list)))
         0))

> (my-length '(list with four symbols))

4
This function is written in classic Lisp style. It calls itself recursively as it chomps items off the front of the list. Calling yourself in this way is not only allowed in Lisp, but is often strongly encouraged. Lists in Lisp are recursive (conses of conses of conses . . .), so the act of consuming a list maps naturally onto functions that are recursive.
Note
Calling yourself recursively can sometimes make for slow code. In Chapter 15, we’ll rewrite the my-length function using a special, potentially faster, type of recursion.


The Four Disguises of ()



Not only does the empty list evaluate to false, but it is the only false value in Common Lisp. Any value not equivalent to an empty list will be considered a true value. This explains why the expression '(1) in the earlier example was treated as true. However, there are some other expressions in Lisp that are disguises for the one and only empty list:
[image: image with no caption]

We can see that the expressions in this table are equivalent by comparing them with one another:
[image: ] (eq '() nil)  ==> T
[image: ] (eq '() ())   ==> T
[image: ] (eq '() 'nil) ==> T
Notice that the only value in the table that seems normal is the quoted list on the left side of the comparisons. The other three all seem to break the rules of Lisp forms that we talked about in the previous chapter.
The first two examples are particularly puzzling. They are missing the quotation mark that tells the Lisp environment, “Hey, this item is a piece of data, not code!” In the case of nil, you would expect that this would actually be the name of a variable that could have some kind of arbitrary value. In the case of the unquoted (), there’s no way you could tell what would happen. The parentheses look like a form of code that needs to be evaluated, but a Lisp form always has a symbol at the beginning, telling it what to do. What do we do when there’s nothing inside the form at all?
The bottom line is that Common Lisp is architected behind the scenes to make sure all four of these values look like an empty list when you use them in your program, allowing most Lisp conditionals to be written with an elegant brevity. For instance, there is a constant named nil that evaluates to itself and allows you to omit the quotation mark in the first case [image: ]. The second case [image: ] is a natural by-product of how Common Lisp parses an empty form. The third case [image: ] is due to a requirement in the Common Lisp spec that says that () and nil should be treated the same.
Although there’s a certain beauty to having all of these values be the same, not every Lisper agrees with this sentiment. After all, are false and empty list really the same kind of thing? The creators of the other popular dialect of Lisp, Scheme, felt differently about this issue, and preferred to keep the concepts of falsity and empty list completely separate, at a slight cost to code brevity.



The Conditionals: if and Beyond



Now that you understand how Lisp handles true and false, let’s look at if and some of the other conditional commands.
One Thing at a Time with if



The if command can be used to make different things happen when things are true (such as when 1 + 2 = 3) or false (such as when 1 + 2 = 4).
> (if (= (+ 1 2) 3)
      'yup
      'nope)

YUP

> (if (= (+ 1 2) 4)
      'yup
      'nope)

NOPE
The if command can also be used to check whether a list is empty:
> (if '(1)
      'the-list-has-stuff-in-it
      'the-list-is-empty)

THE-LIST-HAS-STUFF-IN-IT

> (if '()
      'the-list-has-stuff-in-it
      'the-list-is-empty)

THE-LIST-IS-EMPTY
So far, the only way to branch on a condition that we’ve looked at has been the if command:
> (if (oddp 5)
      'odd-number
      'even-number)

ODD-NUMBER
All we’re doing here is checking whether the number 5 is odd, then, depending on the result, evaluating one of the two following expressions in the if form. Since 5 is odd, it evaluates the first such expression, and the form as a whole returns odd-number.
There’s a lot happening in this harmless-looking little command—stuff that’s important to understanding Lisp. Here are two important observations:
	Only one of the expressions after the if is actually evaluated.

	We can only do one thing in an if statement.



Usually, when a function is executed in Lisp, all the expressions after the function name are evaluated, before the function itself is evaluated. However, if does not follow these rules. To see this, consider the following example:
> (if (oddp 5)
    'odd-number
    (/ 1 0))

ODD-NUMBER
Any self-respecting, law-abiding Lisp function would kick your butt to the curb if you tried to run this code, because you’re dividing by zero.
But if is not just a function. It’s a special form, which gives it special privileges, such as the right to not evaluate all its parameters in the normal way. This makes sense, since the whole point of a condition is to run some stuff but not other stuff. In this case, it just merrily ignores the division by zero, since it’s in the part of the branch that applies only to even numbers. Conditional commands in Lisp are typically special forms.
[image: image with no caption]

Note
Some of the conditional commands may be macros, which are something like user-created special forms. Being a special form usually implies that a command is directly “baked in” to the language. In Chapter 16, you’ll learn how to write such macros yourself.

Since only one expression inside an if is ever evaluated, it’s impossible to do two or more separate things inside your branch.
There is actually a clever style of programming (called functional programming, as we’ll discuss in Chapter 14), which considers this a Good Thing. However, for cases when you really want to do more than one thing, you can use a special command, progn, to wedge in extra commands in a single expression. With progn, only the last evaluation is returned as the value of the full expression. In this next example, for instance, we use the command to set a special global variable directly inside our conditional branch.
> (defvar *number-was-odd* nil)

> (if (oddp 5)
      (progn (setf *number-was-odd* t)
             'odd-number)
      'even-number)

ODD-NUMBER

> *number-was-odd*

T
[image: image with no caption]


Going Beyond if: The when and unless Alternatives



Since it’s kind of a pain to use progn every time you want to do multiple things inside an if, Lisp has several other commands that include an implicit progn. The most basic of these are when and unless:
> (defvar *number-is-odd* nil)
> (when (oddp 5)
        (setf *number-is-odd* t)
        'odd-number)

ODD-NUMBER

> *number-is-odd*

T

> (unless (oddp 4)
          (setf *number-is-odd* nil)
          'even-number)

EVEN-NUMBER

> *number-is-odd*

NIL
With when, all the enclosed expressions are evaluated when the condition is true. With unless, all the enclosed expressions are evaluated when the condition is false. The trade-off is that these commands can’t do anything when the condition evaluates in the opposite way; they just return nil and do nothing.

The Command That Does It All: cond



But what do you do if you’re the kind of coder who wants it all? Maybe you just ain’t in a compromisin’ mood and want a function that will do everything! Well, Lisp has you covered.
[image: image with no caption]

The cond form is the classic way to do branching in Lisp. Through the liberal use of parentheses, it allows for an implicit progn, can handle more than one branch, and can even evaluate several conditions in succession. Since cond has been around since the Lisp Stone Age, and it’s comprehensive in its abilities, many Lisp programmers consider it to be the one true Lisp conditional.
Here’s an example:
> (defvar *arch-enemy* nil)
[image: ] > (defun pudding-eater (person)
        (cond ((eq person 'henry) (setf *arch-enemy* 'stupid-lisp-alien)
                                   '(curse you lisp alien - you ate my pudding))
[image: ]               ((eq person 'johnny) (setf *arch-enemy* 'useless-old-johnny)
                                   '(i hope you choked on my pudding johnny))
[image: ]               (t                  '(why you eat my pudding stranger ?))))


  > (pudding-eater 'johnny)
  (I HOPE YOU CHOKED ON MY PUDDING JOHNNY)
  > *arch-enemy*
  JOHNNY
  > (pudding-eater 'george-clooney)
  (WHY YOU EAT MY PUDDING STRANGER ?)
[image: image with no caption]

As you can see, the body of a cond uses a layer of parentheses to separate the different branches of the condition. Then the first expression of each parenthesized part contains the condition for making that branch active. In our example, we have different branches for each type of pudding thief: one for Henry [image: ], one for Johnny [image: ], and one for everyone else [image: ]. We use eq to compare the supplied person’s name with each potential perpetrator.
The conditions in a cond form are always checked from the top down, so the first successful match drives the behavior. In this example, the last branch [image: ] has a condition of t (for true), guaranteeing that at least the last branch will always be evaluated. This is a common cond idiom.
As with when and unless, the triggered branch may contain more than one command, since there is an implicit progn. In this case, the first two branches [image: ][image: ] set an extra *arch-enemy* variable, besides supplying a return variable.

Branching with case



Let’s look at one final Lisp command: the case form. It is common to use the eq function for conditionals, and case lets you supply a value to compare against. Using case, we can rewrite the previous example as follows:
> (defun pudding-eater (person)
         (case person
              ((henry)   (setf *arch-enemy* 'stupid-lisp-alien)
                         '(curse you lisp alien - you ate my pudding))
              ((johnny)  (setf *arch-enemy* 'useless-old-johnny)
                         '(i hope you choked on my pudding johnny))
              (otherwise '(why you eat my pudding stranger ?))))
This version of the code is a lot easier on the eyes. The name of the person handled by each part of the case statement is clearly visible—it’s not hidden inside an equality check. Depending on which version of Lisp you use, a case statement like this may also be more efficient, especially with longer statements, where larger numbers of cases are handled.
Warning
Because the case command uses eq for comparisons, it is usually used only for branching on symbol values. It cannot be used to branch on string values, among other things. See Comparing Stuff: eq, equal, and More in Comparing Stuff: eq, equal, and More for details.



Cool Tricks with Conditions



The fundamental design of Lisp lets you get a lot of mileage out of a few simple commands. Specifically, a couple of counterintuitive tricks involving conditions in Lisp can help you write cleaner code. The first involves two new conditional commands. The second takes advantage of Lisp’s simple conception of true and false.
Using the Stealth Conditionals and and or



The conditionals and and or are simple mathematical operators, which allow you to manipulate Boolean values in the same way you might manipulate numbers using addition and subtraction.
For example, here’s how we could use and to see if three numbers are odd:
> (and (oddp 5) (oddp 7) (oddp 9))

T
Because 5, 7, and 9 are odd, the entire expression evaluates as true.
Similarly, we can use or to see whether at least one of a set of numbers is odd:
> (or (oddp 4) (oddp 7) (oddp 8))

T
Because 7 is odd, the or command still evaluates as true, despite the fact that 4 and 8 are even.
But there’s something a bit more interesting about and and or that you might not notice just by looking at these first two examples. So far, these two commands look like completely ordinary mathematical operators; they do not look like conditional commands, such as if or cond. However, they can be used for conditional behavior.
For instance, here’s how we could use these conditionals to set a global variable to true only when a number is even:
> (defparameter *is-it-even* nil)

*IS-IT-EVEN*

> (or (oddp 4) (setf *is-it-even* t))

T

> *is-it-even*

T
If we do the same thing using an odd number, the variable remains unchanged:
> (defparameter *is-it-even* nil)

*IS-IT-EVEN

> (or (oddp 5) (setf *is-it-even* t))

T

> *is-it-even*

NIL
This example illustrates that Lisp uses shortcut Boolean evaluation. This means that once Lisp determines that an earlier statement in a list of or values is true, it simply returns true and doesn’t bother evaluating the remaining statements. Similarly, once it determines that an earlier statement in a list of and values is false, it stops without bothering to evaluate the rest of the statements.
While this may seem like a minor esoteric observation, it can actually be very useful in many situations. For instance, imagine if you want to save a file to disk, but only if the file was modified, and only when the user wants it to be saved. The basic structure could be written as follows:
(if *file-modified*
    (if (ask-user-about-saving)
        (save-file))
Here, the function ask-user-about-saving would ask the user about the file, and then return true or false based on the user’s wishes. However, since shortcut Boolean evaluation is guaranteed to be used for Boolean operations under Common Lisp and most other Lisp dialects, we could write this instead:
(and *file-modified* (ask-user-about-saving) (save-file))
Using this cleaner style for evaluating conditional code is possible only if you think beyond the typical use of the Boolean operators as simply mathematical operators. This form has an elegant symmetry between the three expressions, which some Lispers may like. However, others would argue that a reader of your code may easily miss the fact that (save-file) does something beyond returning a Boolean value. A bit of time is required to wrap your head around this more-general conception of what and and or actually mean.
A third way to write this code, which is a compromise between the previous approaches, is as follows:
(if (and *file-modified*
         (ask-user-about-saving))
    (save-file))
Many experienced Lispers will consider this version a bit clearer than the previous two versions, because only expressions that are expressly designed to return a Boolean value are treated as part of the condition.

Using Functions That Return More than Just the Truth



Now let’s look at another benefit of Lisp’s simple way of thinking about true and false. As we’ve already discussed, any value in Common Lisp (except for the different variations on nil) is true. This means that functions that are commonly used in conditions have the option of returning more than just the truth.
For instance, the Lisp command member can be used to check for list membership for an item:
> (if (member 1 '(3 4 1 5))
      'one-is-in-the-list
      'one-is-not-in-the-list)

'ONE-IS-IN-THE-LIST
This seems pretty straightforward. However, once again, there is something happening behind the scenes that you may not expect. Let’s run the member command in isolation:
> (member 1 '(3 4 1 5))

(1 5)
What the heck happened here? Why is it returning (1 5)?
Actually, there’s a perfectly rational explanation for this. Whenever a Lisper writes a function that returns true and false, she will think to herself, “Is there anything else I could return other than just t?” Since all non-nil values in Common Lisp evaluate to true, returning some other value is essentially a freebie. The implementers of the member function decided that some crazy Lisper somewhere may see the value in having the tail of the list for some calculation that uses this function.
Note
Remember from Chapter 3 that the list '(3 4 1 5) is the same as the nested contraption (cons 3 (cons 4 (cons 1 (cons 5 nil)))). This should make it clear why the value (cons 1 (cons 5 nil)) is an easy thing for the member function to return.

But why doesn’t it just return the value it found, instead of the tail? In fact, this would have been a useful way to define the member function, because it would allow passing the original value to some other function in such a manner. Unfortunately, one edge case in particular would ruin this plan:
> (if (member nil '(3 4 nil 5))
      'nil-is-in-the-list
      'nil-is-not-in-the-list)

'nil-is-in-the-list
As you can see in this example, the member function still gives the correct answer, even when we search for nil as the member! If the member function had actually returned nil (in other words, the original value we were searching for), it would have evaluated as false, and the example would have incorrectly stated that nil isn’t in the list. However, since the member function returns the tail of the list at the point of the found item, it can be guaranteed to always be a true value. A successful discovery of the desired value will always return a list with at least one value, which we know always evaluates as true.
One function that really benefits from rich return values is find-if, as follows:
> (find-if #'oddp '(2 4 5 6))

5

> (if (find-if #'oddp '(2 4 5 6))
      'there-is-an-odd-number
      'there-is-no-odd-number)

'there-is-an-odd-number
The find-if function actually takes another function, in this case oddp, as a parameter. find-if will find the first value in the list for which oddp returns true. In this case, it will find the first number (if any) that is an odd number.
You can see clearly how find-if can fill dual roles: either as a retriever of values matching some constraint or as a true/false value inside a condition.
Note
Don’t worry yet about the weird hash mark (#) in front of oddp in the example. We’ll discuss the find-if function, and other so-called higher-order functions, in greater detail in Chapter 7 and Chapter 14.

Alas, the elegant symmetry of the find-if function has a single, small, ugly wart. If we try our edge case again, searching for a nil value, we get a rather disappointing result:
> (find-if #'null '(2 4 nil 6))

NIL
The null function, which returns true for any of the nil values, correctly finds the nil. Unfortunately, in this one annoying case, we would not want to use find-if inside a conditional statement, because a correctly found value still returns a result that evaluates as false. The symmetry has been broken.
These are the kinds of small things that make even grown Lispers shed a tear.


Comparing Stuff: eq, equal, and More



There’s a lot of beautiful symmetry in Lisp. One part of Lisp that isn’t so beautiful, though, involves the commands for comparing things.
If you want to compare two values in Lisp to find out if they are “the same,” you will find a bewildering assortment of different functions that purport to accomplish this. Of these, equal, eql, eq, =, string-equal, and equalp are the most commonly used. A Lisper must understand the subtleties of these functions intimately in order to know how to compare values correctly.
[image: image with no caption]

Before we start dissecting this madness, let me give you Conrad’s Rule of Thumb for Comparing Stuff. Follow this rule, and though you may not be writing the world’s cleanest Lisp code, you will probably be able to post some samples to a newsgroup without more seasoned Lispers running you out of town with torches and pitchforks.
[image: image with no caption]

Symbols should always be compared to other symbols with eq:
> (defparameter *fruit* 'apple)

*FRUIT*

> (cond ((eq *fruit* 'apple) 'its-an-apple)
        ((eq *fruit* 'orange) 'its-an-orange))

ITS-AN-APPLE
The eq function is the simplest of all the Lisp comparison functions, and it’s also very fast. It doesn’t really work for comparing items besides symbols, but if you consider the central role symbols play in Lisp, you’ll realize how useful this function can be. Experienced Lispers might look down on code if it compares two things, known to be symbols, with something other than eq.
Note
eq can also be used to compare conses (the links created by the cons command). However, it returns true values only when a cons is compared directly to itself, created by the same cons call. This means, two unrelated conses that “look” exactly the same can fail an eq test. Since eq can check a cons cell only against itself, using eq with conses isn’t really that useful for a beginner. However, an advanced Lisper may want to compare conses with eq under certain circumstances.

If you’re not dealing with two symbols, just use equal. This command will tell you when two things are isomorphic, meaning they “look the same.” It works for the whole suite of basic Lisp datatypes, as shown here:
;;comparing symbols
> (equal 'apple 'apple)

T

;;comparing lists
> (equal (list 1 2 3) (list 1 2 3))

T

;;Identical lists created in different ways still compare as the same
> (equal '(1 2 3) (cons 1 (cons 2 (cons 3 nil())))

T

;;comparing integers
> (equal 5 5)

T

;;comparing floating point numbers
> (equal 2.5 2.5)

T

;;comparing strings
> (equal "foo" "foo")

T

;;comparing characters
> (equal #\a #\a)

T
As you can see, most items in Lisp can be effectively compared with equal, including strings and characters (which are discussed in the next chapter).
Now that you know the bare minimum about Lisp comparisons to fake your way through your next cocktail party, let’s look at all the other comparison commands.
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The eql command is similar to the eq command, but unlike eq, it also handles comparisons of numbers and characters:
;;comparing symbols
> (eql 'foo 'foo)

T

;;comparing numbers
> (eql 3.4 3.4)

T

;;comparing characters
> (eql #\a #\a)

T
The equalp command is essentially the same as the equal command, except that it can handle some difficult comparison cases with a bit of extra sophistication. For instance, it can compare strings with different capitalizations and can compare integers against floating-point numbers:
;;comparing strings with different CAPS
> (equalp "Bob Smith" "bob smith")
T
;;comparing integers against floating point numbers
> (equalp 0 0.0)
T
The remaining comparison commands are just specializations for specific datatypes. Otherwise, they are similar to equal. For instance, the = (equal sign) function handles numbers, string-equal handles strings, and char-equal handles characters.
I hope that you can now appreciate just how seriously Lispers take comparisons.

What You've Learned



In this chapter, we discussed how conditions work in Lisp. Along the way, you learned the following:
	The values nil, 'nil, (), and '() are all basically the same thing in Common Lisp.

	Lisp makes it easy to check for empty lists. This makes it simple to write list-eaters.

	Lisp conditionals, such as the if command, cause Lisp code to be evaluated only under the right conditions.

	If you need a conditional command that does everything, then you want to use cond.

	Comparing stuff in Lisp is complicated, but you can get by if you just use eq for comparing symbols and equal for comparing everything else.




Chapter 5. Building a Text Game Engine



When you write a program, no matter which programming language you’re using or what your program does, it will probably need to work with text. Sure, one day we may all have Ethernet ports at the base of our skulls (100Mbps Ethernet will have been fully adopted by then, of course). But until the day arrives when you can just exchange thoughts with your MacBook using a direct hookup, you’ll be stuck using alphabetic text for input and output in your software.
Computers have always had a bit of a tenuous relationship with text. Although we tend to think of text processing as a central task for computer hardware and software (indeed, the 8-bit byte is the standard design element in modern computers, in large part, due to how well suited it is for encoding Western character sets), the truth of the matter is that the human concept of text is really alien to a computer.
In this chapter, you’ll learn how to use Lisp to manipulate text. You’ll see, once again, that the Lispy approach to solving problems allows you to create code that is full of elegance and symmetry. To demonstrate this approach, we will do something that would seem to make thinking with text unavoidable: build the engine for a simple text adventure game. However, we’ll do this in a way that avoids constraining our code by artificially forcing the human notion of text into its design. This will allow us to write code that focuses on the strengths of a computer.
As you read this chapter, remember that handling text is not a computer’s strength. It is a necessary evil best kept to a minimum.
The Wizard's Adventure Game



In this game, you are a wizard’s apprentice. You’ll explore the wizard’s house. When we complete the game (in Chapter 17), you’ll be able to solve puzzles and win a magical donut.
Our Game World



Here is a picture of our game world:
[image: image with no caption]

As you can see, we can visit three different locations: a living room, an attic, and a garden. Players can move between places using the door and the ladder to the attic.
Think of this game world as a simple directed graph with three nodes (represented as ellipses) and four edges (represented as arrows):
[image: image with no caption]

Players move between nodes by traveling along the edges in either direction. Wherever the players are, they can interact with various objects around them.
[image: image with no caption]


Basic Requirements



Our game code will need to handle a few basic things:
	Looking around

	Walking to different locations

	Picking up objects

	Performing actions on the objects picked up



In this chapter, we’ll address the first three of these requirements. To perform more complex actions on objects, we’ll use the more advanced Lisp techniques covered in later chapters. Because of this, our game engine will be somewhat limited in its abilities until we finish it in Chapter 17.
When looking around in our game world, you will be able to “see” three kinds of things from any location:
	Basic scenery

	One or more paths to other locations

	Objects that you can pick up and manipulate



Let’s add features for these one at a time.



Describing the Scenery with an Association List



The world inside our adventure game is very simple, containing only three locations. Let’s first create a top-level variable, *nodes*, to contain descriptions of the locations that exist in our game:
(defparameter *nodes* '((living-room (you are in the living-room.
                            a wizard is snoring loudly on the couch.))
                        (garden (you are in a beautiful garden.
                            there is a well in front of you.))
                        (attic (you are in the attic.
                            there is a giant welding torch in the corner.))))
This variable contains a list and description of our three locations. In essence, the *nodes* variable basically gives us a way to find a piece of data associated with a lookup key. In this case, the key is the name of the place (living-room, garden, or attic), and the data is a text description of the scenery at that place. This type of structure is called an association list, or alist for short (alists are covered in greater detail in Chapter 7).
One thing is rather unusual about the definition of this *nodes* variable: Even though it contains descriptions of the various locations in our game world, it does not actually contain any text strings. Since Common Lisp has a string datatype, we could have written descriptions using quotes. For instance, we could have written "You are in a beautiful garden. There is a well in front of you." Instead, we use more fundamental datatypes—symbols and lists—to encode this information.
Why wouldn’t we just use strings? As I mentioned at the beginning of this chapter, the manipulation of text is not really a fundamental computing concept. In this game, we’ll manipulate the messages displayed to players based on their interaction with the game world in complicated ways. For most real-world programs, the information you’ll generate as output (such as HTML, PDFs, or even richer graphical formats) will probably be far more complicated than just simple text.
By keeping your source data structures free from assumptions regarding the output format from the start, your coding can take full advantage of your programming language. Since the easiest things to manipulate in Lisp are symbols and lists, most experienced Lispers will try to focus on these datatypes in the design of their software whenever possible. So, we will stay away from strings in our design. (In the next chapter, we will translate these lists and symbols into properly formatted text.)
Note
Common Lisp doesn’t force you to represent strings with lists and symbols in this way. If it’s more convenient, you can work with strings directly. (You’ll see examples of working with strings later in the book, especially in Chapter 11.) Using lists and symbols as an intermediary for manipulating text is definitely an old-school Lisp technique. However, it can often lead to very elegant code, since list operations are so fundamental to Lisp.


Describing the Location



Now that we’ve created an alist of our game world, we need to create a command to describe a location. To accomplish this, we’ll use the assoc function to find the correct item in the list using a key:
> (assoc 'garden *nodes*)
(GARDEN (YOU ARE IN A BEAUTIFUL GARDEN. THERE IS A WELL IN FRONT OF YOU.))
Using assoc, we can easily create the describe-location function:
(defun describe-location (location nodes)
   (cadr (assoc location nodes)))
To use this function, we pass in a location and the *nodes* list:
> (describe-location 'living-room *nodes*)
(YOU ARE IN THE LIVING-ROOM. A WIZARD IS SNORING LOUDLY ON THE COUCH.)
Why don’t we just reference the *nodes* variable directly from the describe-location function? Because this function is written in the functional programming style. In this style, a function will reference only parameters or variables declared in the function itself, and it will do nothing besides return a value, which is the description of the location in this case.
By writing functions that don’t reference variables in the “outside world” directly and that don’t perform any actions other than returning a value, you can write code that can easily be tested in isolation. You should try to write your Lisp functions in this style whenever possible. (We will discuss the functional programming style in greater detail in Chapter 14.)
[image: image with no caption]


Describing the Paths



Now that we have basic descriptions of each location, we need descriptions of paths to other locations as well. We’ll create a second variable, *edges*, that contains the paths that players can take to move between places on our map. (We use the term edges because that’s the proper math term for the lines connecting nodes in a graph.)
(defparameter *edges* '((living-room (garden west door)
                                     (attic upstairs ladder))
                        (garden (living-room east door))
                        (attic (living-room downstairs ladder))))
Using this structure, we create the describe-path function, which builds a textual description of a given edge using our symbols system.
(defun describe-path (edge)
  `(there is a ,(caddr edge) going ,(cadr edge) from here.))
This describe-path function looks pretty strange—almost like a piece of data more than a function. Let’s try it, and then figure out how it works.
> (describe-path '(garden west door))
(THERE IS A DOOR GOING WEST FROM HERE.)
This function basically returns a piece of data with small bits of calculated information inserted into it. This feature of Lisp, called quasiquoting, allows us to create chunks of data that have small pieces of Lisp code embedded in them.
How Quasiquoting Works



To enable quasiquoting, you must use a backquote [`] not a single quote ['] when switching from code to data mode. The describe-path function has just such a backquote in it.
Both the single quote and backquote in Lisp “flip” a piece of code into data mode, but only a backquote can also be unquoted using the comma character, to flip back into code mode.
With a little imagination, this should make sense to you. After all, a comma does look just like an upside-down backquote, doesn’t it? Here’s how the flip-flop in the describe-path function works (the parts in code mode are shaded):
[image: image with no caption]

Lisp attempts to make list manipulation as easy as possible. Here, you can see how our program, which uses lists of symbols to store our text, can now leverage the quasiquoting feature to construct sentences in a very concise and clear way.

Describing Multiple Paths at Once



Now let’s use our describe-path function to create a more advanced function. Since a location may have any number of paths exiting from it, we need a function that can generate descriptions for all edges from a given location by looking up the location from our data structure of edges:
(defun describe-paths (location edges)
  (apply #'append (mapcar #'describe-path (cdr (assoc location edges)))))
This function uses a bunch of commands that may seem very exotic to a person not accustomed to the world of Lisp. Many programming languages would use some kind of for-next loop to run through the edges, and then cram the descriptions of each path together using a temporary variable. Lisp uses a much more elegant approach. Let’s see it in action:
> (describe-paths 'living-room *edges*)
(THERE IS A DOOR GOING WEST FROM HERE. THERE IS A LADDER GOING UPSTAIRS FROM HERE.)
The describe-paths function takes the following steps:
	Find the relevant edges.

	Convert the edges to descriptions.

	Join the descriptions.



Let’s see how it performs each of these steps.
Finding the Relevant Edges



The first, inner part of the describe-paths function is pretty straightforward. To find the relevant paths and edges leading from the living room, we use assoc again to look up the location in our list of edges:
> (cdr (assoc 'living-room *edges*))
((GARDEN WEST DOOR) (ATTIC UPSTAIRS LADDER))

Converting the Edges to Descriptions



Next, the edges are converted to descriptions. Here is just the code to accomplish this, shown in isolation:
> (mapcar #'describe-path '((GARDEN WEST DOOR) (ATTIC UPSTAIRS LADDER)))
((THERE IS A DOOR GOING WEST FROM HERE.)
 (THERE IS A LADDER GOING UPSTAIRS FROM HERE.))
The mapcar function is used frequently by Lispers. This function takes another function and a list, and then applies this function to every member of a list. Here’s an example:
> (mapcar #'sqrt '(1 2 3 4 5))
(1 1.4142135 1.7320508 2 2.236068)
This example passes the sqrt (square root) function, along with the (1 2 3 4 5) list, into mapcar. As a result, the function generates a list of the square roots of the original numbers by applying sqrt to every member of the list and creating a new list.
Functions that take other functions as parameters, such as mapcar, are very useful and a distinguishing feature of Lisp. Such functions are called higher-order functions.
Here is another example:
> (mapcar #'car '((foo bar) (baz qux)))
(foo baz)
This time, our source list contains two smaller lists. The car function, which grabs the first item in a list, causes mapcar to return the first items from each smaller list, foo and baz.
You may be wondering why the function names we pass into mapcar have the #' symbols in front of them. This symbol sequence is a shorthand for the function operator. The Lisp reader (the part of your Lisp environment that reads the code you type) will convert the previous example into the following longer version:
> (mapcar (function car) '((foo bar) (baz qux)))
(foo baz)
Common Lisp requires you to use the function operator when referring to a function as a value directly like this, because the name of a function may conflict with other named items in a program, causing unpredictable errors. For instance, imagine if we added more stuff to the previous example, like this:
[image: ] > (let ((car "Honda Civic"))
[image: ]    (mapcar #'car '((foo bar) (baz qux))))
  (foo baz)
In this version, the car symbol could have two different meanings. The first meaning of car is that it is a standard function built into Lisp (introduced in Chapter 3). However, we’re also creating a local variable named car [image: ]. Because we prepended the word car with #' in our call to mapcar [image: ], there is no confusion about which car we are talking about.
Now let’s look at the describe-paths function again:
(defun describe-paths (location edges)
  (apply #'append (mapcar #'describe-path (cdr (assoc location edges)))))
Notice how the append and describe-path functions are passed in as values to the apply and mapcar functions, which are designed to receive and use the functions.
Common Lisp tracks function names differently from variable names. It has multiple namespaces, including one for variables and one for functions. (We’ll learn more about namespaces later, especially in Chapter 16.) Scheme, the other popular Lisp dialect, doesn’t force you to mark functions with a function operator when using them as values.
In other words, Scheme has only one namespace for both functions and variables. For instance, in Scheme, you can just write (map sqrt '(1 2 3 4 5)) to generate the square roots of the numbers 1 through 5 without generating an error (map is the Scheme version of mapcar). As a result of this design, in Scheme, a variable and a separate function can’t be available in the same block of code. That design decision is one of the great benefits (or curses) of Scheme, depending on your point of view. Because of this difference in the number of namespaces, Scheme is sometimes called a Lisp-1, whereas Common Lisp is sometimes referred to as a Lisp-2.

Joining the Descriptions



Once we’ve used mapcar to generate a list of descriptions for all the paths and edges, we need to combine them into a single description. We accomplish this with the append function, which joins several lists into one big list:
> (append '(mary had) '(a) '(little lamb))
(MARY HAD A LITTLE LAMB)
We use the append function to cram the list of path descriptions into one list that describes the whole enchilada, in one swoop. The problem is that append needs all of the lists handed to it as separate parameters. In describe-paths, we have our lists in one big list, not as separate objects we can pass as parameters. Heck, we don’t even know how many paths there may be from any given spot.
The apply function solves this problem. You pass it a function and a list of objects, and it pretends that the items in the list are separate objects and passes them to the given function as such. For example, if we have the nested list '((mary had) (a) (little lamb)), the apply function will add in that little bit of duct tape needed to make the append function work with a single big list:
> (apply #'append '((mary had) (a) (little lamb)))
(MARY HAD A LITTLE LAMB)
Warning
Since the apply function passes each item in a list as an argument to the target function, you can run into problems when calling it on very large lists that have thousands of items or more. You can check the value of the call-arguments-limit variable in the REPL to see the maximum number of allowed arguments to a function. (More recent dialects of Lisp are typically designed to allow argument lists of any size, without an artificial limit.)

You can see how apply enables the describe-paths function to build one long list describing all paths leading from a single location. Let’s use this same approach on the path description lists we constructed:
> (apply #'append '((THERE IS A DOOR GOING WEST FROM HERE.)
                    (THERE IS A LADDER GOING UPSTAIRS FROM HERE.)))
(THERE IS A DOOR GOING WEST FROM HERE. THERE IS A LADDER GOING UPSTAIRS FROM HERE.)
Now that we’ve looked at each part of the describe-paths function, let’s review how it works:
(defun describe-paths (location edges)
  (apply #'append (mapcar #'describe-path (cdr (assoc location edges)))))
The function takes two parameters: the current player’s location, as well as an alist of edges/paths for the game map. First, it uses assoc to look up the correct location from the edge alist. Since assoc returns both the key and the value from the alist, we call cdr to retrieve only the value. Next, we use mapcar to map the describe-path function against each edge that we found. Finally, we concatenate the lists for describing all the paths into one long list by applying append against the list.
The programming style used by describe-paths is very typical for Lisp code. It involves passing along a complicated chunk of data and manipulating it in several steps, often using higher-order functions. To become a proficient Lisp programmer, you should try to get comfortable reading code written in this way.



Describing Objects at a Specific Location



To create the final piece of code to help us visualize our game world, we need to describe the objects on the floor at a given location, which a player can pick up and use.
Listing Visible Objects



To do so, we first create a list of the objects:
> (defparameter *objects* '(whiskey bucket frog chain))
*OBJECTS*
[image: image with no caption]

We can also create a second variable, *object-locations*, to track the location of each object in the form of an alist:
(defparameter *object-locations* '((whiskey living-room)
                                   (bucket living-room)
                                   (chain garden)
                                   (frog garden)))
Next, we write a function that lists the objects visible from a given location:
(defun objects-at (loc objs obj-locs)
[image: ]   (labels ((at-loc-p (obj)
[image: ]              (eq (cadr (assoc obj obj-locs)) loc)))
[image: ]     (remove-if-not #'at-loc-p objs)))
This objects-at function declares a new function named at-loc-p using the labels command [image: ]. (Remember that the labels function allows you to define functions locally.) Since the at-loc-p function won’t be used elsewhere, we can just declare it directly within objects-at, hiding it from the rest of the code in our program.
The at-loc-p function takes the symbol for an object and returns t or nil, depending on whether that object exists at the location loc. It does this by looking up the object in the obj-locs alist. Then, it uses eq to see whether the location it finds matches the location in question [image: ].
Why did we name this function at-loc-p? When a function returns nil or a truth value, it’s a Common Lisp convention to append a p to the end of that function’s name. For instance, you can check that the number 5 is odd by calling (oddp 5). Such true/false functions are called predicates, which is why we use the letter p.
The remove-if-not function in the last line of the listing [image: ], as you might expect, removes all things from a list for which a passed-in function (in this case, at-loc-p) doesn’t return true. Essentially, it returns a filtered list of objects consisting of those items for which at-loc-p is true.
Here’s what object-at looks like in action:
> (objects-at 'living-room *objects* *object-locations*)
(WHISKEY BUCKET)

Describing Visible Objects



Now we can write a function to describe the objects visible at a given location:
(defun describe-objects (loc objs obj-loc)
[image: ]  (labels ((describe-obj (obj)
[image: ]               `(you see a ,obj on the floor.)))
[image: ]    (apply #'append (mapcar #'describe-obj (objects-at loc objs obj-loc)))))
In this listing, describe-objects first creates the describe-obj function [image: ]. This function generates a pretty sentence stating that a given object is on the floor, using quasiquoting [image: ]. The main part of the function consists of calling objects-at to find the objects at the current location, mapping describe-obj across this list of objects, and finally appending the descriptions into a single list [image: ].
Let’s try running describe-objects:
> (describe-objects 'living-room *objects* *object-locations*)
(YOU SEE A WHISKEY ON THE FLOOR. YOU SEE A BUCKET ON THE FLOOR)
Perfect!
[image: image with no caption]



Describing It All



Now we’ll tie all of these description functions into one easy command called look. Because this will be the actual command players can enter to look around them in the game, look will need to know a player’s current location. So, we need a variable to track the player’s current position. Let’s call it *location*:
(defparameter *location* 'living-room)
Because the *location* value is initialized to the living-room symbol, which occurs at the very start of the game, players will find themselves in the living room of the wizard’s house. At this point, we can write a look function to describe everything we need by having it call all of our descriptor functions:
(defun look ()
  (append (describe-location *location* *nodes*)
          (describe-paths *location* *edges*)
          (describe-objects *location* *objects* *object-locations*)))
Since the look function uses global variable names (such as *location*, *nodes*, and so on), the player won’t need to pass in any funky values in order to look out at the world. However, this also means that the look function is not in the functional programming style, because functions in the functional programming style reference only parameters or variables declared in the function itself. *location* and its ilk are global variables, so the look function doesn’t hold up muster.
Since the player’s location changes as the game progresses, look will do different things at different times in the game. In other words, the things you see when looking around will change depending on your location. In contrast, a function in the functional programming style always returns the same result, as long as the same values are given as parameters. The earlier functions we created, such as describe-location, describe-paths, and describe-objects, always return the same thing, no matter when they are called, as long as their parameters are kept the same.
Now here’s what we see when we use look:
> (look)
(YOU ARE IN THE LIVING-ROOM OF A WIZARD’S HOUSE.
THERE IS A WIZARD SNORING LOUDLY ON THE COUCH.
THERE IS A DOOR GOING WEST FROM HERE.
THERE IS A LADDER GOING UPSTAIRS FROM HERE.
YOU SEE A WHISKEY ON THE FLOOR.
YOU SEE A BUCKET ON THE FLOOR)
[image: image with no caption]


Walking Around in Our World



Now that we can see things in our world, let’s write some code so that we can walk around. The walk function (not in the functional style) takes a direction and lets us walk there:
(defun walk (direction)
[image: ]  (let ((next (find direction
[image: ]                    (cdr (assoc *location* *edges*))
[image: ]                    :key #'cadr)))
  [image: ]  (if next
  [image: ]      (progn (setf *location* (car next))
  [image: ]             (look))
  [image: ]      '(you cannot go that way.))))
First, this function looks up the available walking paths in the *edges* table, using the current location [image: ]. This is used by the find function to locate the path marked with the appropriate direction [image: ]. (find searches a list for an item, then returns that found item.) The direction (such as west, upstairs, and so on) will be in the cadr of each path, so we need to tell find to match the direction against the cadr of all the paths in the list.
We can do this by passing find a keyword parameter [image: ]. In Common Lisp, many functions (such as find) have built-in features that can be accessed by passing in special parameters at the end of the function call. For instance, the following code finds the first item in a list that has the symbol y in the cadr location:
> (find 'y '((5 x) (3 y) (7 z)) :key #'cadr)
(3 Y)
A keyword parameter has two parts:
	The first is the name (in this case :key), which begins with a colon. (We’ll discuss the meaning of this colon in more detail in Chapter 7.)

	The second is the value, which in this case is #'cadr.



We use keyword parameters the same way in our walk function to find the proper path based on the given direction.
Once we have the correct path, we store the result in the variable next [image: ]. The if expression then checks whether next has a value [image: ] (the next variable isn’t nil). If next has a value, if adjusts the player’s position because this is a valid direction [image: ]. The call to look [image: ] retrieves the description for the new location and returns it as a value. If the player chooses an invalid direction, look will generate an admonishment instead of a new description [image: ].
Here’s what our walk function looks like now:
> (walk 'west)
(YOU ARE IN A BEAUTIFUL GARDEN.
THERE IS A WELL IN FRONT OF YOU.
THERE IS A DOOR GOING EAST FROM HERE.
YOU SEE A CHAIN ON THE FLOOR.
YOU SEE A FROG ON THE FLOOR.)
There’s a quote in front of the direction, since the direction name needs to be written in data mode. It’s kind of awkward to force a player to put a quote in a game command, but the interface we are creating now is intended for easy debugging and development. Heck, it’s almost not even worth calling an “interface,” since we just enter the game commands directly into the REPL. In the next chapter, we’ll create a much nicer interface using a custom REPL designed for playing text games that will take care of this wart.
Note
You could use Lisp macros to create a command in a vanilla Lisp REPL that doesn’t require the quote in front of the direction, so that you could just write (walk west), for instance. You’ll learn more about macros in Chapter 16.


Picking Up Objects



Next, let’s create a command to pick up objects in our world. To do so, we modify the variable *object-locations* that we’re using to track the location of objects:
(defun pickup (object)
[image: ]  (cond ((member object
[image: ]                 (objects-at *location* *objects* *object-locations*))
[image: ]         (push (list object 'body) *object-locations*)
           `(you are now carrying the ,object))
          (t '(you cannot get that.))))
The pickup function uses the member [image: ] function to see if the object is indeed on the floor of the current location. (The member function checks to see if a particular item is found in a list of items.) We use the objects-at command [image: ] to generate the lists of objects at the current location.
If the object is at the current location, we use the push command [image: ] to push a new item onto the *object-locations* list, consisting of the item and its new location. The new location will just be body, for the player’s body.
The push command [image: ] simply adds a new item to the front of a list variable’s list. For example, the following example adds the number 7 to the list 1 2 3:
> (defparameter *foo* '(1 2 3))
*FOO*
> (push 7 *foo*)
(7 1 2 3)
> *foo*
(7 1 2 3)
This push command is basically a convenience function built on top of setf. For example, we could have replaced the preceding push command with (setf *foo* (cons 7 *foo*)) and obtained the same result. It’s just easier to use push.
Pushing a new location for an object onto our *object-locations* alist does seem a bit odd. Since we’re never removing old locations for objects, just pushing new ones, it means that *object-locations* may contain multiple entries for a single object, and that this list now has two stored locations for the object in question. Fortunately, the assoc command, which we use to find objects in a given location (within the objects-at command), always returns the first item it finds in a list. Therefore, using the push command makes the assoc command behave as if the value in the list for a given key has been replaced altogether.
Using the push and assoc commands together in this way allows us to pretend that values in an alist are changing, while still preserving old values. Old values are simply suppressed by newer values, thus preserving a history of all old values. The push/assoc idiom is a common technique used by Lispers.
Now let’s walk back to the living room and try to pick up an object:
> (walk 'east)
(YOU ARE IN THE LIVING-ROOM OF A WIZARDS HOUSE. THERE IS A WIZARD SNORING
 LOUDLY ON THE COUCH. THERE IS A DOOR GOING WEST FROM HERE. THERE IS A LADDER
 GOING UPSTAIRS FROM HERE. YOU SEE A WHISKEY ON THE FLOOR. YOU SEE A BUCKET ON
 THE FLOOR.)
> (pickup 'whiskey)
(YOU ARE NOW CARRYING THE WHISKEY)
It worked. We’re carrying the whiskey, which means that we can now pick up things in our world!

Checking Our Inventory



Finally, let’s create a function that lets players see an inventory of objects they are carrying:
(defun inventory ()
  (cons 'items- (objects-at 'body *objects* *object-locations*)))
This inventory function uses the objects-at function to retrieve a list of objects at a requested location. What location does it search for? If you remember, when an object was picked up by the player, we changed its location to 'body: This is the location we now use to query.
Let’s try out this inventory function:
> (inventory)
(ITEMS- WHISKEY)
As you can see, we are carrying only one item right now: the whiskey bottle we just picked up.
There you have it! We now have a basic engine for a text adventure game. We can look around the world with look; walk between places with walk; pick up objects with pickup; and check our inventory with inventory.
Of course, we don’t really have much of a game, since we can’t do anything with the objects we find. We’ll add a mechanism for actually manipulating objects in Chapter 17. In the next chapter, we’ll focus on improving our game’s user interface. Even though the REPL is perfect for prototyping our game, adding a custom text game interface will make the game play more seamless for the player.

What You've Learned



In this chapter, we put together a simple engine for a text adventure game. Along the way, you learned the following:
	A game world can be represented by a mathematical graph, consisting of nodes for the places the player can visit and edges for the paths between these places.

	You can store these nodes in an association list (alist) called *nodes*. This alist allows you to look up properties of a node/place by using its name. In the case of our game, the property we’re storing is a description of each node/place.

	You use the assoc function to look up a key (location name in our example) in an alist.

	Quasiquoting is a technique that allows you to insert small bits of computer code into larger pieces of data.

	Some Lisp functions accept other functions as arguments. These are called higher-order functions. The mapcar function is the most popular higher-order function in Common Lisp.

	To replace a value from an alist, you push new items onto the list. Only the most recent value will be reported by the assoc function.




Chapter 6. Interacting with the World: Reading and Printing in Lisp



So far, we haven’t written any code that directly interacts with the outside world. Instead, all the results generated by commands are just returned as values, which we can see by calling functions from our Lisp REPL.
However, code can’t just spend its whole life sitting in a black box. At some point, it’s going to need to interact with the world, so it will need a user interface. Luckily, Lisp has much to offer to help you create user interfaces. There are many graphical user interface libraries for different flavors of Common Lisp, as well as libraries for building web interfaces. In fact, we’ll be building our own toy web interface in Chapter 13.
In this chapter, we’ll focus on the most basic of all user interfaces, the command-line interface.
[image: image with no caption]

Printing and Reading Text



For a command-line interface, we need commands that can directly print text from the screen and read in text entered by the user. The two commands that do this are, appropriately enough, print and read. As you might expect by now, there is a lot of symmetry between these two commands.
Printing to the Screen



The print function simply lets you print stuff to the console:
> (print "foo")

[image: ] "foo"
[image: ] "foo"
Don’t get confused by the fact that calling the print function caused "foo" to be printed twice. The first "foo" [image: ] is what the print function actually printed. The second "foo" [image: ] is there because, as you know, the REPL always prints the value of any expression that is entered. It so happens that the value of (print "foo") is "foo", causing the word to be shown twice. In the examples that follow in this chapter, I’ll typically omit this extra final value printed by the REPL, just to avoid confusion.
The print function is an easy way to print a Lisp value to the screen. However, advanced Lispers often favor a related function called prin1. To understand the difference, let’s try both of these functions out in the REPL:
> (progn (print "this")
         (print "is")
         (print "a")
         (print "test"))

"this"
"is"
"a"
"test"
The print function causes each item to be printed on a separate line. Now, let’s try prin1:
> (progn (prin1 "this")
         (prin1 "is")
         (prin1 "a")
         (prin1 "test"))
"this""is""a""test"
As you can see, prin1 does not put the printed items on separate lines. To be precise, the print and prin1 commands are the same in every way, except that print will start a new line before printing a value. Additionally, print places a space character at the end of the printed value.
Because prin1 does less, it is really a simpler, more fundamental function. It is more flexible and, therefore, is commonly used in more serious Lisp code. We’ll use the print function more frequently in this book, but you should be aware of the prin1 command, as well.

Saying Hello to the User



The following example is a simple function, say-hello, that you can call from your Lisp prompt. It asks users for their name and responds with a greeting. When you run the program, be sure to type quotes around your name, even if this may seem odd.
> (defun say-hello ()
[image: ]      (print "Please type your name:")
[image: ]      (let ((name (read)))
[image: ]          (print "Nice to meet you, ")
[image: ]          (print name)))
  SAY-HELLO.
  > (say-hello)
  "Please type your name:" "bob"
  "Nice to meet you,"
  "bob"
In the first line of the say-hello function, we print a message asking users for their name [image: ]. Next, we define a local variable called name, which is set to the value returned by the read function [image: ]. The read function will cause Lisp to wait for the user to type in something at the REPL. Only after the user has typed something in at the prompt and pressed enter will the variable name be set to the result. Once we know the user’s name, a personalized message is printed, greeting the user [image: ][image: ].
As you can see from this simple function, the print and read functions do (almost) exactly what you would expect. The print function prints something on the screen. The read function lets the user enter something into the program. However, there is one glaring idiosyncrasy in these functions: Every value displayed and entered is surrounded by quotation marks.

Starting with print and read



When you need to print something on the screen, you should first think of the print command. If you need to read something in, you should first think of the read command. Other printing commands let you create the previous example without having superfluous quotes, but whenever you have an input or output task in Lisp, you should ask yourself, “Can print or read do the job?” You will save yourself a lot of trouble if you always use these two functions as your starting point.
Warning
The read command can be dangerous if used in the wrong way. See The Dangers of read and eval in The Dangers of read and eval for details.

The print and read functions think about values with the mind of a computer, not the mind of a human. A computer loves having strings of text surrounded by quotes. It doesn’t have a human brain, and consequently, it can’t understand what we mean when we feed it raw textual information. However, if a text fragment is surrounded by quotes, even a dumb old computer can figure out that the value we’re handing it is probably a string of text.
The print and read commands actually take this philosophy to the extreme. Almost any conceivable type of data in Lisp (with the exception of actual functions and some advanced data structures) can be printed and read using these commands, without the slightest bit of loss along the way. You can probably already imagine some scenarios where this feature would be immensely valuable, such as writing some hairy and huge piece of data to a file, and loading it in again at a later date.
As a simple example, the following code has exactly the same design as the previous function, but amazingly, it can read and print a number instead of a string. Notice how the program prints and reads numbers without the use of quotes, since Lisp knows when something is a number just by seeing the number in its raw form.
> (defun add-five ()
      (print "please enter a number:")
      (let ((num (read)))
          (print "When I add five I get")
          (print (+ num 5))))
ADD-FIVE
> (add-five)
"please enter a number:" 4
"When I add five I get"
9
Let’s look at some more examples of what happens when we use print to write out values.
(print '3)     => 3      An integer
(print '3.4)   => 3.4    A float
(print 'foo)   => FOO
    A symbol. It may be printed in all caps, since Common
                          Lisp symbols are blind to letter case.
(print '"foo") => "foo"  A string
(print '#\a)   => #\a    A character
These examples are all really boring, since print pretty much just prints out exactly what we put in. Note that we put an explicit quote on the front of each value. It could be omitted and would be implicit in all cases but the symbol name, since a symbol can also refer to functions.
The last example shows how literal characters are entered in Lisp. To create a Lisp character, just place the #\ symbols in front of the actual character. Lisp also has special literals defined for nonvisible characters. The most important for everyday use are #\newline, #\tab, and #\space.
A table of output from the read function would look just as boring as this table for print, in the same symmetrical way.
Note
In the examples above I stated that Common Lisp symbols are blind to letter case. While this is true for most strings, it is in fact possible to create case-sensitive symbols by surrounding the symbol with the vertical pipe |. So the symbol |CaseSensitiveSymbol| will retain its case. Symbols surrounded by vertical pipes can even contain punctuation. Hence |even this is a legal Lisp symbol!|


Reading and Printing Stuff the Way Humans Like It



Of course, our initial little say-hello function does a pretty awful job of greeting people, even if it has some interesting properties. It would be much better if we had more functions that could make it friendlier for humans. Actually, we can create a (very symmetrical) little table that summarizes what we would like:
[image: image with no caption]

As you can see, Lisp has a command that can print pieces of data in a way that is appealing to humans. The princ function can take any piece of Lisp data, and it tries to print that data in a way humans would prefer. It will do the basic things you might expect: leave off the quotes on a string, print characters in their raw form, and so on. Here are some examples:
(princ '3)     => 3
(princ '3.4)   => 3.4
(princ 'foo)   => FOO
(princ '"foo") => foo
(princ '#\a)   => a
Here’s an example of princing a character that has a special meaning:
> (progn (princ "This sentence will be interrupted")
         (princ #\newline)
         (princ "by an annoying newline character."))
This sentence will be interrupted
by an annoying newline character.
By its nature, princ could be used to print any arbitrary output of characters you want. This is fundamentally different from print. As we’ve discussed, the cool thing about the print command is that it prints objects in such a way that they can always be “read” back into their internal representation. However, this means print can’t be used to generate any arbitrary bit of text. On the other hand, princ can be used to print anything you want.
Therefore, although princ can print stuff in a way that humans prefer, it’s a one-way street. Once we’ve printed things with princ, only a humanlike intelligence could decipher how to change things back into a meaningful, appropriate Lisp data structure. Since computers are too stupid to do this right now, it means our beloved symmetry has been broken.
Of course, we could always cheat and come up with some arbitrary rules for how the computer should interpret what the human enters. An obvious way to do this would be to say to the computer, “Just let the users type in whatever they want until they hit the enter key, then treat the whole thing as a string.” The function that does this in Common Lisp is called read-line. However, it has none of the sophistication of the read, print, and princ functions, since it knows about nothing beyond characters and strings.
With this new knowledge, we can finally go full circle and create a proper function for greeting someone, without ugly quotes or other oddities:
> (defun say-hello ()
[image: ]      (princ "Please type your name:")
[image: ]      (let ((name (read-line)))
[image: ]          (princ "Nice to meet you, ")
[image: ]          (princ name)))
  SAY-HELLO
  > (say-hello)
  Please type your name: Bob O'Malley
  Nice to meet you, Bob O'Malley
This version of the say-hello function is similar to our first version. However, when the computer asks users for their name [image: ], it now does so without printing quotes around the text string. The same holds true to when we print the greeting [image: ][image: ]. Also, users can now enter in any name (including a name with spaces and quotes), since the read-line command [image: ] captures and returns all the text entered until the enter key is pressed, without any fuss.



The Symmetry Between Code and Data in Lisp



You have seen that Lisp has very elegant and symmetrical facilities for translating raw string data from the outside world and converting it to and from Lisp syntax expressions. But Lisp has an even deeper symmetry. It can treat program code and data interchangeably. A programming language that uses the same data structures to store data and program code is called homoiconic.
You saw an example of homoiconicity in Chapter 3, when we discussed code mode and data mode. In that example, we used the quote to change between the two modes:
> '(+ 1 2) ;data mode
(+ 1 2)
> (+ 1 2) ;code mode
3
In the previous chapter, we took this concept one step further by using a quasiquote when defining the describe-path function.
But the quoting and quasiquoting facilities in Lisp are somewhat limited in their abilities. What if we generate a piece of Lisp code from scratch somehow and wish to execute it as if it were a piece of code? For example, let’s store a raw chunk of code inside a variable:
> (defparameter *foo* '(+ 1 2))
*FOO*
How could we execute the code that’s in the *foo* variable? We need an even more powerful command to make this possible. This is the eval command:
> (eval *foo*)
3
Because the eval command is so powerful and yet so simple, it is extremely enticing to beginning Lispers. You want to write a program with self-modifying code? Then eval will be your best friend. In fact, this is probably the main reason why the artificial intelligence (AI) freaks back in the day loved Lisp so much. Go ahead and try writing some programs that use the eval command. You’ll find that it’s a lot of fun.
However, an experienced Lisper will only rarely use eval. Until you have a few thousand lines of Lisp code under your belt, you really won’t know when it is appropriate to use this extremely powerful command. Often, a beginning Lisper will use the eval command instead of defining a Lisp macro. We will discuss macros in Chapter 16.
The bottom line is that the symmetry of data and code in Lisp pretty much makes Lisp the poster child of homoiconicity. Quoting, quasiquoting, the eval command, and macros allow you to take advantage of this property in your code.
Warning
Inexperienced use of eval can pose a security risk. See The Dangers of read and eval in The Dangers of read and eval for more information.


Adding a Custom Interface to Our Game Engine



So far, we’ve been using the Lisp REPL to enter our game commands. It’s amazing how well this works for prototyping our game. But now that you’ve gained an understanding of the basic Common Lisp input and output commands, we can begin to put in place our own custom text game interface, which will be better suited for interacting with the player.
Setting Up a Custom REPL



Creating your own REPL in Lisp is almost laughably easy. Here’s a simple custom REPL for our game, which lets us call the look command in exactly the same way as the standard REPL did:
> (defun game-repl ()
     (loop (print (eval (read)))))
GAME-REPL
> (game-repl)
(look)

(YOU ARE IN THE LIVING-ROOM. A WIZARD IS SNORING LOUDLY ON THE COUCH. THERE IS
 A DOOR GOING WEST FROM HERE. THERE IS A LADDER GOING UPSTAIRS FROM HERE. YOU
 SEE A WHISKEY ON THE FLOOR.)
Stop me if this explanation of game-repl is confusing: First it reads a command, then evals it, and finally prints it. The only command you haven’t seen before is loop (covered in detail in Chapter 10), which as you might expect, simply loops forever. (In CLISP, you’ll need to hit ctrl-C and type :a to get out of the infinite loop.) As you can see, it’s easy to build your own REPL by simply calling read, eval, print, and loop.
[image: image with no caption]

Of course, to customize the behavior of our REPL, we’ll want to call our own versions of these functions. Also, we’ll want a way to exit from our game in a more graceful manner. So, let’s redefine game-repl as follows:
(defun game-repl ()
[image: ]    (let ((cmd (game-read)))
[image: ]        (unless (eq (car cmd) 'quit)
[image: ]            (game-print (game-eval cmd))
[image: ]            (game-repl))))
In this version, we first capture the command the player types using a local variable, cmd [image: ]. This way, we can intercept any attempt to call quit and use it to exit our game-repl. In other words, we want to continue running our REPL unless the user typed quit [image: ]. Otherwise, the function evals and prints [image: ], but using our custom versions of these functions, which we’ll write shortly. Finally, the game-repl function calls itself recursively [image: ], causing it to loop back, as long as we had not decided to quit earlier.

Writing a Custom read Function



The purpose of our game-read function is to fix the two annoyances that make the standard Lisp read function wrong for playing our game:
	The standard Lisp read forces us to put parentheses around our commands. As any old-school text adventure player knows, we should be able to just type look without any parentheses. To accomplish this, we can just call read-line and stick in our own parentheses.

	With read, we must put a quote in front of any function commands. We should be able to type walk east without a quote in front of east. To do this, we’ll stick a quote in front of the parameters after the fact.



[image: image with no caption]

Here’s a definition of game-read that does both of these things:
(defun game-read ()
[image: ]    (let ((cmd (read-from-string
[image: ]                     (concatenate 'string "(" (read-line) ")"))))
[image: ]         (flet ((quote-it (x)
                         (list 'quote x)))
[image: ]             (cons (car cmd) (mapcar #'quote-it (cdr cmd))))))
The read-from-string command [image: ] works just like the read command, but lets us read a syntax expression (or any other basic Lisp datatype) from a string instead of directly from the console.
The string we use for this is a tweaked version of a string we get from read-line [image: ]. We tweak it by adding quotes around it using the concatenate command, which can be used for concatenating strings together, as well as some parentheses. The result is that the cmd variable will be set to the player’s requested command and converted into a Lisp syntax expression. For example, if the player types in walk east, the cmd variable will be set to the expression (walk east), which is a list containing two symbols.
Next, we define a local function called quote-it [image: ], which we can use to quote any arguments the player has in a command. How exactly does it manage to quote a parameter? Well, it turns out that the single quote is just shorthand for a Lisp command called quote. This means that 'foo and (quote foo) are the same. We can quote a raw parameter by simply putting the parameter in a list with the quote command in front.
Remember that local functions can be defined with labels or flet. Since we are not using any recursion in the quote-it function [image: ], we can use the simpler flet command. The final line in the game-read function applies quote-it to every argument in the player’s command. It does this by mapping quote-it across the cdr of the cmd variable [image: ] (and then attaching the first word in the command back on front with car).
Let’s try our new function:
> (game-read)
walk east
(WALK 'EAST)
As you can see, the game-read function is able to add parentheses and quotes—just what our game needs!
Note
Our custom reader has some limitations that a sufficiently boneheaded game player could conceivably bring to the surface. The player could enter a weird string like "(look", with mismatched parentheses, and it would cause a Lisp exception in the game-read command. There’s nothing wrong with this, per se, since the standard read command will also act strangely when given garbled input. (In this case, it will let you enter another line of input in the hopes that you will eventually supply it with the missing parenthesis.) However, our game-repl doesn’t handle this situation properly, causing the actual game-repl to crash. This would be as if you were playing Zork and typed in a command so vile that it took down the Zork game itself. This rare situation could be addressed by having additional exception handling, as discussed in Chapter 13.


Writing a game-eval Function



Now that we’ve created a nigh-perfect Lisp reader, let’s think about how we could improve the eval command. The main problem with using eval in a game is it allows you to call any Lisp command, even if that command has nothing to do with playing the game. To help protect our program from hackers, we’ll create a game-eval function that allows only certain commands to be called, as follows:
(defparameter *allowed-commands* '(look walk pickup inventory))

  (defun game-eval (sexp)
[image: ]      (if (member (car sexp) *allowed-commands*)
[image: ]          (eval sexp)
          '(i do not know that command.)))
The game-eval function checks if the first word in the entered command is in the list of allowed commands, using the member function [image: ]. If it is, we then use the standard eval to execute the player’s command [image: ]. By checking that the command called by the player is in the official list, we protect ourselves against any attempts to call malicious commands.
[image: image with no caption]

Warning
Our game-eval function does not offer 100 percent protection against hacking. See The Dangers of read and eval in The Dangers of read and eval for details.


Writing a game-print Function



The final missing piece in our game-repl system is the game-print function. Of all the limitations in the Lisp REPL version of our game, one was the most obvious: All the text descriptions printed in the game were in uppercase.
Last I checked, throughout the current millennium, computers have been able to display both uppercase and lowercase characters. By writing our own game-print function, we can solve this problem.
Before we step through the game-print function’s code, let’s look at an example of its output:
> (game-print '(THIS IS A SENTENCE. WHAT ABOUT THIS? PROBABLY.))
This is a sentence. What about this? Probably.
As you can see, the game-print function converts our symbol-based writing into properly capitalized text. By having this function available, we can store the text in our game engine in the most comfortable format possible: lists of symbols. This format makes it easier to manipulate the text. Then, at the point of presentation, we can decorate these symbol lists with presentation details.
Of course, in this example, the decorations are very simple. All we do is adjust the case. But you can already see some small benefits of separating the presentation details from the data model. For instance, suppose we changed the describe-path function to write sentences like “Left of here lies a door.” No further changes would be needed; the program would automatically know to capitalize the Left at the beginning of the sentence.
However, the real benefits come into play when you want to use more sophisticated methods of presentation, such as generating HTML code. You might want to incorporate custom semantics for your text game to enhance the appearance of the text, such as changing colors, fonts, and so on. For instance, you could allow your game descriptions to contain phrases such as “You are being attacked by a (red evil demon).” Then you could just catch the keyword red in the game-print function to write the enclosed text in red. We will be creating an HTML presentation system similar to this in Chapter 17.
[image: image with no caption]

Now we’re ready to look at the game-print function’s code:
(defun tweak-text (lst caps lit)
   (when lst
[image: ]  (let ((item (car lst))
         (rest (cdr lst)))
[image: ]   (cond ((eq item #\space) (cons item (tweak-text rest caps lit)))
[image: ]         ((member item '(#\! #\? #\.)) (cons item (tweak-text rest t lit)))
[image: ]         ((eq item #\") (tweak-text rest caps (not lit)))
           (lit (cons item (tweak-text rest nil lit)))
[image: ]         ((or caps lit) (cons (char-upcase item) (tweak-text rest nil lit)))
[image: ]         (t (cons (char-downcase item) (tweak-text rest nil nil)))))))

  (defun game-print (lst)
[image: ]   (princ (coerce (tweak-text (coerce (string-trim "() "
[image: ]                                                    (prin1-to-string lst))
                                       'list)
                               t
[image: ]                              nil)
                   'string))
    (fresh-line))
The game-print function and its helper function are a bit more complicated than the other functions we’ve looked at so far. The first important part of the code that is executed is in game-print, where it converts the symbol list (containing the text whose layout we want to fix) into a string with prin1-to-string [image: ], one of Lisp’s many print variants. The to-string part means this function doesn’t dump the result to the screen, but just returns it as a string. The 1 means it will stay on a single line. The standard print command precedes its output with a newline character and also follows it with a space. The functions prin1 and prin1-to-string variants don’t add these extra characters.
Next, game-print converts the string to a list of characters with the coerce function [image: ]. By coercing our string into a list, we can reduce the bigger goal of the function into a list-processing problem. This is smack-dab in the Lisp comfort zone. In this case, we’re creating a list of the characters making up the text we want to fix.
We can now send the data to the list-eater function tweak-text [image: ]. Notice that some of the arguments used in the code of the game-print function are printed on their own line for clarity. You can easily see which arguments are meant for which commands by looking at the indentation. For instance, the t and nil arguments [image: ] belong to tweak-text.
The tweak-text function looks at each character in the list and modifies it as needed. At the top of this function, we define two local variables, item and rest, which we get by chewing off an item from the front of the sentence we’re tweaking [image: ]. Then, the tweak-text function uses a cond to check the character at the top of the list for different conditions [image: ].
The first condition it checks for is whether the character is a space character [image: ]. If so, it just leaves the space unchanged and processes the next character in the list. If the character is a period, question mark, or exclamation point [image: ], we turn on the cap parameter for the rest of the string (by using the value t as an argument in the recursive call) to indicate that the next symbol is at the beginning of a sentence and needs a capital letter.
We also track whether we’ve encountered a quotation mark [image: ]. We do this because, infrequently, a symbol list is not adequate for encoding English text. Examples include having a comma (commas are not allowed in standard Common Lisp symbols) or product names with nonstandard capitalization. In these cases, we can just fall back on using text strings. Here’s an example:
> (game-print '(not only does this sentence
 have a "comma," it also mentions the "iPad."))
Not only does this sentence have a comma, it also mentions the iPad.
Our sample game doesn’t actually need the fallback facility. Nonetheless, this feature allows the game-print function to handle many basic exceptional text situations that you may encounter if you try to expand the game on your own. We tell the function to treat the capitalization as shown literally by turning on the lit variable in the recursive call. As long as this value is set, the tweak-text function prevents the capitalization rules (which start at [image: ]) from being reached.
The next thing the tweak-text function checks is whether the next character is supposed to be capitalized. If it is, we use the char-upcase function to change the current character to uppercase (if it isn’t already) before processing the next item in the list [image: ].
If none of the other conditions were met, we know that the current character should be lowercase [image: ], and we can convert it using the char-downcase function.
After tweak-text is finished correcting the text in the character list, the game-print function coerces it back into a proper string and princs it [image: ]. The fresh-line function at the end of game-print makes sure that the next item appearing on the screen will start on a fresh line.
We have now completed the task of printing the original list of symbols to the screen, using a set of decorations appropriate for the needs of an adventure game engine.


Trying Out Our Fancy New Game Interface



We have now completed all the pieces needed for a custom REPL for our game engine. Simply call the game-repl function and explore our new game world. Remember that we will be expanding this engine into a full game, with additional commands, in Chapter 17.
> (game-repl)
look
You are in the living-room. A wizard is snoring loudly on the couch. There is
 a door going west from here. There is a ladder going upstairs from here. You
 see a whiskey on the floor. You see a bucket on the floor.
walk west
You are in a beautiful garden. There is a well in front of you. There is a
 door going east from here. You see a frog on the floor. You see a chain on
 the floor.
pickup chain
You are now carrying the chain
scratch head
I do not know that command.
pickup chicken
You cannot get that.
walk east
You are in the living-room. A wizard is snoring loudly on the couch. There is
 a door going west from here. There is a ladder going upstairs from here. You
 see a whiskey on the floor. You see a bucket on the floor.
walk upstairs
You are in the attic. There is a giant welding torch in the corner. There is a
 ladder going downstairs from here.
inventory
Items- chain
walk china
You cannot go that way.
walk downstairs
You are in the living-room. A wizard is snoring loudly on the couch. There is
 a door going west from here. There is a ladder going upstairs from here. You
 see a whiskey on the floor. You see a bucket on the floor.
pickup bucket
You are now carrying the bucket
look
You are in the living-room. A wizard is snoring loudly on the couch. There is
 a door going west from here. There is a ladder going upstairs from here. You
 see a whiskey on the floor.
quit
Success! We now have an extremely flexible text game engine. It can be expanded and debugged within the Lisp REPL. It also has a fully customizable interface to offer the player a seamless text adventure experience. As we put it together, you saw some mind-bending Lisp techniques that let us construct this engine with a minimum of filler code or other overhead.
[image: image with no caption]


The Dangers of read and eval



We’ve used both the eval and the read commands in creating a custom Lisp REPL. These commands are very powerful, but also very dangerous. Using them without taking the proper precautions might allow a hacker to attack your software by running malicious commands.
For example, suppose our program needed a function called format-harddrive. This is not a function we would want just any person to have access to, and it could be very dangerous if a hacker somehow tricked our game REPL into calling it.
The game-eval function we created earlier in this chapter has some crude safeguards to prevent a player from entering format-harddrive as a game command. Here’s what happens if we try to run this command in our new game REPL:
> (game-repl)
format-harddrive
I do not know that command.
Our game-eval function will run only commands that are in an approved list. This gives our game a sort of firewall, which lets us access the powers of Lisp to evaluate commands while still preventing the player from hacking the game.
However, there are also more sophisticated exploits players could try. For instance, they could enter walk (format-harddrive). Fortunately, our game-read function forces all function parameters into data mode by using quote-it. By using quote-it in game-read, the actual code that is executed is (walk '(format-harddrive)). The quote in front of (format-hardrive) puts the malicious command into data mode, so nothing bad can happen.
One attack method that will break our program is to use reader macros. These are an advanced set of features, built into the Common Lisp read command, that open another avenue for executing malicious computer code. (Remember that before we use eval on game commands, they first pass through read.) An example of a game command that will successfully execute evil code is walk #.{format-harddrive}.
The bottom line is that you can never be sure that a Lisp program using eval or read is completely safe from a hacker. When writing production Lisp code, you should try to avoid these two commands when possible.

What You've Learned



In this chapter, we created a custom REPL to supercharge our text adventure game. Along the way, you learned the following:
	The print and read functions let you directly communicate with the user through the console. These two functions work in a computer-friendly way.

	Other input/output functions are not as elegant as read and print, but are friendlier for interacting with humans. Examples include princ and read-line.

	A homoiconic programming language stores its program code and program data in a similar format. Lisp’s quoting, quasiquoting, eval, and macro features make it extremely homoiconic.

	It’s easy to write your own custom REPL.

	It’s simple to transform your internal Lisp data into the format most suitable for your program’s interface. This makes it easy to separate presentation details from your program’s internal data structures.




Chapter 6.5. lambda: A Function So Important It Deserves Its Own Chapter



It’s impossible to overstate the importance of the lambda command in Lisp. In fact, this command is pretty much the entire reason that Lisp exists in the first place.
What lambda Does



In short, lambda lets you create a function without giving it a name. For example, let’s say we create a half function that takes a number and divides it in half. Until now, we’ve written such a function this way:
(defun half (n)
    (/ n 2))
[image: image with no caption]

It turns out that, in Lisp, functions are actually values that we can view and pass around just as if they were numbers or lists. An experienced Lisp programmer would say that functions are first-class values in Lisp. As you saw in Chapter 5, you can actually get at the function represented by the word half by using the function operator:
> #'half
#<FUNCTION HALF ...>
The lambda command just lets you do these same two things in a single step. You can define a function and then get it, without giving your function a name:
> (lambda (n) (/ n 2))
#<FUNCTION :LAMBDA ...>
The first parameter to the lambda command is a parameter list, no different from the parameter list used in defun. The rest of the parameters are just the commands for the body of the unnamed function.
Once you have a value representing your unnamed halving function, you can pass it directly to other Common Lisp commands, such as the mapcar or apply commands. For instance, we could do the following to elegantly halve all the values in a list:
> (mapcar (lambda (n) (/ n 2)) '(2 4 6))
(1 2 3)
Because not all parameters of the lambda command are evaluated, lambda itself is not actually a true function. It is something called a macro. Remember from Chapter 2 that all parameters to a Lisp function are evaluated before the function itself is evaluated. Macros, on the other hand, have special powers and are allowed to break those rules. You’ll learn more about macros in Chapter 16.
Also, to confuse matters a bit, the actual value that lambda returns is a regular Lisp function—in this case, a function that cuts a number in half. When Lispers talk about lambda functions—which they pretty much do for breakfast, lunch, and dinner—they’re talking about functions created using lambda. They’re not talking about the lambda macro itself, which is not a function. Got that?
lambda lets your programs do very complicated things.
The lambda form allows your programming code to take a conceptual leap.
While most programming languages try to keep the worlds of functions and values separate, Lisp lets you bridge these worlds as desired. For instance, if you want to package up a little ad hoc function and pass it off to another part of your program, lambda does exactly what you need.
You will see that most Lisp programs use this command very heavily. The same holds true for the remaining examples in this book.


Why lambda Is So Important



The ability to pass around functions as if they were just plain old pieces of data is incredibly valuable. Once you get used to doing this, you open up all kinds of conceptual possibilities in the design of your programs. Eventually, your programs will start looking very different from programs in more (dare I say) pedestrian languages, such as Java or C. The name for the style of programming that relies heavily on passing functions as values is called higher-order functional programming. We will look at this style in more detail in Chapter 14.
An even more important reason why Lispers go gaga over lambda is that, as it turns out, in a purely mathematical sense, lambda is actually the only Lisp command there is!
Recall that Lisp is unusual among programming languages in that it was derived directly from a mathematical concept called the lambda calculus. In short, the lambda calculus is a theoretical programming language that contains only one command: the lambda command. By having only this single command and using special code transformations, it’s possible to create a fully functioning (though perhaps not practical) programming language.
The take-home point is that the lambda special form is the most fundamental command in a Lisp system, and the central concept from which other functions in Lisp derive. In fact, it is the central concept from which the very idea of Lisp itself originated.
Now that you have a basic understanding of lambda, you’re ready to tackle some more complicated programming examples that would be hard to write without the anonymous functions this command permits.

What You've Learned



This short chapter discussed how to create anonymous functions. Here are the main points:
	By using lambda, you can create a function without needing to give it a name.

	Many functions in Lisp accept functions as parameters. If you use these functions, you are using a technique called higher-order functional programming.




Chapter 7. Going Beyond Basic Lists



In this chapter, we’ll go beyond basic list concepts. We’ll talk about special kinds of lists, and we’ll write a game that will take list manipulation to a new level.
Exotic Lists



As you learned in Chapter 3, lists in Lisp are built out of cons cells—small data structures that allow you to link together two pieces of data. The right slot in the last cons cell in a list should contain a nil.
By stringing together several cons cells, you can create a list of any length. For instance, this is how we would use cons cells to create a list of the numbers 1, 2, and 3:
(cons 1 (cons 2 (cons 3 nil)))
[image: image with no caption]

Since it’s so cumbersome for humans to think of a chain of cons cells as a list, Lisp has a special, simplified syntax for printing out such lists. You can see this for yourself by evaluating a chain of cons cells in the REPL:
> (cons 1 (cons 2 (cons 3 nil)))
(1 2 3)
Lisp uses the simpler list syntax when it parrots our chain back to us in the REPL. It shows our string of cons cells as a list of three items. The important point to remember is that this difference in appearance is entirely superficial. No matter how a Lisp list is displayed, fundamentally, it always remains a chain of cons cells.
Dotted Lists



So, what happens if we deviate from the classic “string of conses” formula? How will a Lisp environment deal with this when printing lists?
Suppose we try to create a list of the numbers 1, 2, and 3, like this:
(cons 1 (cons 2 3))
Here, instead of creating a third cons cell for the third number of our list, we stuff it into the right slot of the previous cell. What would the printed response look like if we were to enter this structure into a Lisp REPL? Let’s try it out:
> (cons 1 (cons 2 3))
(1 2 . 3)
To indicate that the final item in the list wasn’t found in the proper location for a nil-terminated list, Lisp places a dot in front of this final item. This dot is basically Lisp’s way of saying, “I tried to print this structure you entered using list notation, but the last item in the list didn’t contain the usual nil I expected; instead, it contained 3.”
A list in Lisp that ends in something other than a nil is referred to as a dotted list. Dotted lists are kind of an oddity in the Land of Lisp. In and of themselves, they are not that useful a tool for Lisp programming. It would be quite unusual for a Lisp programmer to store data in dotted lists as a regular practice. However, given the pervasiveness of cons cells in Lisp, you will frequently encounter a non-nil value at the end of a chain of cons cells. That’s why you should become familiar with dotted lists, even if you may never use them directly.
Another way of thinking about this dot notation is to consider it as simply an alternate syntax for the cons command, used in data mode. In fact, if we wanted to make life hard for ourselves, we could even create regular, proper lists using the dot notation, like this:
> '(1 . (2 . (3 . nil)))
(1 2 3)
Using this line of thinking, the dot appears in a dotted list simply because Lisp is forced to show the final cons cell in order to maintain the consistency of its list-printing mechanism.

Pairs



One common and practical use for dotted lists in Lisp programs is to elegantly represent pairs. For instance, suppose we wanted to represent a pair of the numbers 2 and 3. One way to do this would be to cons together these two numbers:
> (cons 2 3)
(2 . 3)
Essentially, all we’re doing here is creating a dotted list of length two. As expected, Lisp uses dot notation to display this pair.
Creating pairs in this manner in Lisp is very convenient and efficient. It’s convenient because we can extract members from the pair using the standard car and cdr commands. It’s relatively efficient because the Lisp environment needs to allocate only a single cons cell to connect the two items.
These types of pairs are commonly used in Lisp programs. For instance, you could use them to store the x- and y-coordinates of a point or a key/value pair in a complex data structure. You will see this latter use for pairs when we discuss association lists.

Circular Lists



Here is the picture we used in Chapter 3 to illustrate the cons cells that make up the list '(1 2 3):
[image: image with no caption]

Now suppose that we created a weird mutant of this list. Let’s have the cdr of the third cons cell point back to the first cons cell, rather than to nil:
[image: image with no caption]

Every cons cell in a list theoretically exists as a separate object in memory. Since the car and cdr slots in a cell can point to any other object in memory, a cons cell can point to an upstream cons cell of a list. We call this a circular list.
But before you experiment with circular lists in any Common Lisp environment, you should run this command:
(setf *print-circle* t)
Setting *print-circle* to true warns Lisp that you plan on playing shenanigans with self-referential data structures, and that it needs to be extra careful when printing on the screen any of the monstrosities you may create. If you were to print a circular list without this variable set, there’s no telling what would happen, but whatever the outcome, it wouldn’t be pretty (unless you find some beauty in stack overflows and infinite loop printing).
When you have *print-circle* set to true, Common Lisp will use more complex printing routines for printing data structures. These routines (which are disabled by default to improve performance) will check to see if you’ve run into a previously seen cons cell, so that printing doesn’t end up putting you into an infinite loop.
So how would you go about creating a circular list? The most straightforward way is to use the setf command to put extra stuff in the first parameter, like so:
> (defparameter foo '(1 2 3))
FOO
> (setf (cdddr foo) foo)
#1=(1 2 3 . #1#)
In this example, we’ve created an infinite list of '(1 2 3 1 2 3 1 2 3 ...) by replacing the nil at the end of a simple list with a reference to the list itself.
The ability to place complex expressions in the first parameter of a setf command, as in this example, is very cool, and we’ll explore it in greater detail in Chapter 9.
Note
CLISP (and other Common Lisps) can deal with the printing of circular lists very sensibly. Somehow, it must address the fact that one part of the list refers to another part. As you can see, it uses an esoteric, but quite clever, notation to link the self-referential parts of the expression. However, I’m sure you can also appreciate that, as the complexity of any self-referential data increases, the printed results offered by a Lisp printer for this type of data can become hard for a programmer to grok.


Association Lists



One particularly useful data structure that can be created out of cons cells is an association list, or alist for short. An alist consists of key/value pairs stored in a list.
By convention, if a key appears multiple times in the list, it is assumed that the first appearance of the key contains the desired value. For instance, here is an alist representing an order for coffee drinks placed by Bill, Lisa, and John:
(defparameter *drink-order* '((bill . double-espresso)
                              (lisa . small-drip-coffee)
                              (john . medium-latte)))
To look up the order for a given person, use the function assoc:
> (assoc 'lisa *drink-order*)
(LISA . SMALL-DRIP-COFFEE)
This function searches the list from the beginning for the desired key, and then returns the key/value pair. Now suppose that, before picking up the drink order, Lisa flags you down and opts to change her order to something slightly more decadent. You can change her order using the push function:
> (push '(lisa . large-mocha-with-whipped-cream) *drink-order*)
((LISA . LARGE-MOCHA-WITH-WHIPPED-CREAM)
 (BILL . DOUBLE-ESPRESSO)
 (LISA . SMALL-DRIP-COFFEE)
 (JOHN . MEDIUM-LATTE))
This function simply adds a new item to the front of an existing list.
Because, by default, the first reference to a key in an association list takes precedence over later references to the same key, the order Lisa placed for a small drip coffee is superseded by her more recent order:
> (assoc 'lisa *drink-order*)
(LISA . LARGE-MOCHA-WITH-WHIPPED-CREAM)
As you can see, alists are a great way to keep track of any changeable collection of key/value pairs. Alists are easy to understand, to manipulate with Lisp functions, and to comprehend when printed out (they’re just lists of pairs, after all).
Furthermore, once a value is stored in an alist, it remains there forever, making it easy to audit the history of any data. For instance, in our coffee example, the order Lisa placed for her drip coffee is still available even after it has been replaced.
However, alists do have one serious limitation: They are not a very efficient way to store and retrieve data, unless you’re dealing with very short lists (under a dozen items). Because of this inefficiency, although alists are often one of the first tools in the Lisp programmer’s toolbox, they may be replaced by other types of data structures as a program matures. (In Chapter 9, we’ll discuss the performance limitations of list-based data structures, such as alists, in greater detail.)



Coping with Complicated Data



Cons cells are a great tool for representing a wide variety of list-like structures. In fact, most Lisp programmers, when faced with a programming task that is not bound by performance constraints, will rely on them almost exclusively. Because the manipulation and visualization of structures made of cons cells are central to the design of Lisp, these structures are extremely convenient to use and debug.
In fact, even if you do have performance constraints, structures made of cons cells can often be a great choice. A Lisp compiler can often reduce a change to a cons cell down to a single assembly instruction!
Visualizing Tree-like Data



As discussed in Chapter 3, the data (and code) in a Lisp program is represented with syntax expressions. In this format, data is represented using nested lists, often with Lisp symbols at the front of each list explaining the structure of the data.
For example, suppose we wanted to represent the component parts of a house in Lisp:
(defparameter *house* '((walls (mortar (cement)
                                         (water)
                                         (sand))
                                 (bricks))
[image: ]                         (windows (glass)
                                   (frame)
[image: ]                                  (curtains))
                          (roof (shingles)
                                (chimney))))
This data structure very elegantly captures the hierarchical nature of the parts that make up a house. Since it is structured as a Lisp syntax expression, we can see the lists that make up the levels of the hierarchy. Also, it follows the convention of a syntax expression by putting a symbol at the front of each list. For instance, we can see how the list describing the windows first contains the Lisp symbol windows [image: ], which is then followed by three items, representing the glass, frame, and finally the curtains [image: ].
As you can see, data that is hierarchical and tree-like in nature can be very naturally expressed in this way. In fact, many Lispers consider XML (a popular format for representing hierarchical data) somewhat of a reinvention of the syntax expression format that Lisp pioneered.
If, however, we move beyond tree-like structures, data stored in a syntax expression can start becoming hard to visualize, even if it’s relatively easy to store the data in cons cells. For instance, suppose we have a mathematical graph stored in a syntax expression. These types of graphs, where any arbitrary node of the graph may be connected to another by an edge, are notoriously hard to visualize in a computer program. Even Lisp’s elegant system for representing cons cells can’t help much for such data. Next, we’ll look at our options for visualizing such graphs.

Visualizing Graphs



In mathematics, a graph consists of a bunch of nodes connected by edges. These nodes or edges might have additional data associated with them.
Such graphs can be stored in cons cells, but they are difficult to visualize. We saw this in Chapter 5, when we stored the map of the wizard’s house (which consisted of a directed graph) in two alists: one containing the node information and one containing the edge information. I’ve renamed them *wizard-nodes* and *wizard-edges* for this chapter, as shown here:
(defparameter *wizard-nodes* '((living-room (you are in the living-room.
                                a wizard is snoring loudly on the couch.))
                               (garden (you are in a beautiful garden.
                                there is a well in front of you.))
                               (attic (you are in the attic. there
                                is a giant welding torch in the corner.))))
(defparameter *wizard-edges* '((living-room (garden west door)
                                            (attic upstairs ladder))
                               (garden (living-room east door))
                               (attic (living-room downstairs ladder))))
As you can see, it is hard to get a decent understanding of the structure of this game world from these raw data tables. Unfortunately, data that has the shape of a graph or contains other properties that go beyond simple tree structures are very common. Wouldn’t it be great if we had a tool that could optimally arrange this data to create a pretty drawing of a graph? Luckily, there is a fantastic open source tool that performs exactly this task, which you’ll try out next.


Creating a Graph



Graphviz generates graphs from your data. Indeed, you saw a simple Graphviz representation of the wizard’s house in Chapter 5:
[image: image with no caption]

Graphviz is open source and available from the Graphviz website (http://www.graphviz.org/). After you’ve downloaded and installed it, creating a graph is easy. First, you’ll create a DOT file that describes the shape of your graph. For example, in Graphviz, create a file named test.dot on your computer and enter the following information:
digraph {
   a->b;
}
This defines a directed graph with nodes A and B connected by an arrow. (There are numerous syntax options available in the DOT file format, as documented at the Graphviz website.)
Now, to generate a graphical bitmap from the DOT file, run neato (one of the Graphviz utilities) from the command line, as follows:
neato -Tpng -O test.dot
This should create a picture in the file test.dot.png that looks like this:
[image: image with no caption]

As you can see, Graphviz is simple to use. It can even generate large, complicated graphs quickly, with only minor graphical glitches. (Since perfect graph layouts are still an unsolved problem in computer science, Graphviz layouts aren’t perfect. They are, however, closer to perfect than you might expect.)
Now that you have Graphviz up and running, let’s create a library of commands that will let us conveniently draw graphs with Lisp. We can use this to draw some graphs of our adventure game world.
Note
The graph utilities used in the examples in this chapter perform certain system calls in a way that is not part of the Common Lisp standard. They are available only in the CLISP environment. The code would require some modifications to run within other Lisp systems.

Generating the DOT Information



In order to create a graph drawing library, we want to generate a Graphviz DOT file that captures all the details of a graph. To do this, we will need to convert the identifiers of the nodes the player can visit, convert the edges connecting these nodes, and generate labels for every node and edge. We will test our library using the nodes representing the map of the wizard’s world.
Converting Node Identifiers



When converting nodes into DOT format, the first thing we need to do is to convert the node identifiers into valid DOT identifiers. We do this by writing a dot-name function:
(defun dot-name (exp)
  (substitute-if #\_ (complement #'alphanumericp) (prin1-to-string exp)))
A node in DOT format can contain only letters, digits, and the underscore character. To make sure the node identifier we’re using is legal, we’ll change any forbidden characters to underscores. Here are examples of the dot-name function in use:
> (dot-name 'living-room)
"LIVING_ROOM"
> (dot-name 'foo!)
"FOO_"
> (dot-name '24)
"24"
This function accepts any basic Lisp type, which we can then convert to a string using the prin1-to-string function. We can process the resulting string and substitute underscores as needed.
Note
For the sake of simplicity, our dot-name function assumes that no node identifiers differ only in their nonalphanumeric components. For instance, if we had one node called foo? and another node called foo*, the dot-name function would convert them both to foo, causing the names to clash.

The substitute-if function substitutes values based on the result of a test function:
> (substitute-if #\e #'digit-char-p "I'm a l33t hack3r!")
"I'm a leet hacker!"
The test function in this example, digit-char-p, tells us if a character in a string is a numerical digit. Test functions like this, which accept a value and determine truth based on that value, are often referred to as predicates.
Another interesting property of the substitute-if function is that we can use it on lists as well:
> (substitute-if 0 #'oddp '(1 2 3 4 5 6 7 8))
'(0 2 0 4 0 6 0 8)
Here, all odd numbers in a list have been replaced by the number 0. The substitute-if function is one example of a generic function—a function that can accept multiple datatypes as parameters and handle them appropriately. (Generic programming is discussed in Chapter 9.)
When we use substitute-if in our dot-name function, we substitute only those characters that aren’t alphanumeric. While no predicate that tests for exactly this is available for us in Common Lisp, it is easy to create this predicate on the fly. The following fragment in the dot-name function creates a predicate function for us with exactly the right behavior:
(complement #'alphanumericp)
Lisp already has a predicate function that tells us if a character is alphanumeric, called alphanumericp. However, we want to substitute only characters that are not alphanumeric. We can create this opposite (or complement) function to alphanumericp by passing it to a higher-order function named complement.
By passing this function into substitute-if, we get the behavior we want, without needing to use defun to pollute the top level with a new function just to feed to substitute-if.
Note
Common Lisp has a function called substitute-if-not that could have been used in the dot-name function in lieu of substitute-if to allow us to leave the not out of the lambda function. However, Lisp functions that end in not are better avoided. They may be removed from future versions in the ANSI Common Lisp standard, which means they are considered deprecated.


Adding Labels to Graph Nodes



Now that we can tweak our node identifiers to make them appropriate for DOT, let’s write another function that will generate the label that should appear in the node when it is drawn. The label will consist of the node name and the data linked to the node in the node alist. But we also need to make sure that we are not trying to put too much text in the label. Here is the code that generates the label:
[image: ] (defparameter *max-label-length* 30)

  (defun dot-label (exp)
    (if exp
[image: ]     (let ((s (write-to-string exp :pretty nil)))
[image: ]       (if (> (length s) *max-label-length*)
[image: ]           (concatenate 'string (subseq s 0 (- *max-label-length* 3)) "...")
            s))
      ""))
*max-label-length* [image: ] is a global variable that determines the maximum number of characters for the label. If a node label is larger than the limit [image: ], it gets cropped, and an ellipsis is added to indicate that fact [image: ]. The write-to-string function [image: ] is similar to the prin1-to-string function we used earlier—it writes an expression to a string.
The :pretty parameter is an example of a keyword parameter, which is used by certain Lisp functions to let you choose which parameters you want to pass in. In the case of write-to-string, it tells Lisp not to alter the string to make it pretty. Without this, Lisp would place new lines or tabs into our converted string to make it look more pleasing to the eye. By setting the :pretty keyword parameter to nil, we are telling Lisp to output the expression without any decorations. (Having new lines in a label can confuse Graphviz, so we don’t want to give Lisp any ideas.)

Generating the DOT Information for the Nodes



Now that we can generate both a name and label for each node, we can write a function that takes an alist of nodes and generates the DOT information that encodes them, like so:
(defun nodes->dot (nodes)
[image: ]   (mapc (lambda (node)
            (fresh-line)
[image: ]           (princ (dot-name (car node)))
            (princ "[label=\"")
[image: ]           (princ (dot-label node))
            (princ "\"];"))
          nodes))
This function uses mapc to go through every node in the list of nodes [image: ], and princ prints each node in the DOT format directly to the screen. mapc is a slightly more efficient variant of mapcar; the difference is that it does not return the transformed list. The nodes->dot function uses the dot-name [image: ] and dot-label [image: ] functions we created to convert the data.
Later, when we want to generate a file that contains this information, we’ll write a function that takes this data from the console.
It may seem a bit odd to use the console as an intermediary for generating a file, instead of just writing directly into a file, but this is actually a common paradigm in Lisp. One immediate benefit of this approach is that we can easily debug the code in the REPL, where the printed lines are easy to see.
Now let’s try using the nodes->dot function to generate the DOT information for the nodes in the wizard’s house:
>  (nodes->dot *wizard-nodes*)
LIVING_ROOM[label="(LIVING-ROOM (YOU ARE IN TH..."];
GARDEN[label="(GARDEN (YOU ARE IN A BEAUT..."];
ATTIC[label="(ATTIC (YOU ARE IN THE ATTI..."];
Here, you can see the nodes of the wizard’s house and an abbreviated version of the information attached to each node, shown in DOT format. Notice that we are not interested in the value returned from the nodes->dot function—only in the information it prints in the REPL. Lispers would say that we are only interested in the side effects of this function. Although mapc does not return the list, it still causes the code to iterate through the list and generate the same printed output that using mapcar would have, so it generates the same side effects as mapcar, a bit more quickly.

Converting Edges into DOT Format



The next step is to generate the DOT information for the edges that link our nodes. These will become the arrows in our visual graph. The function edges->dot generates the necessary data, again by printing it directly to the console.
(defun edges->dot (edges)
  (mapc (lambda (node)
          (mapc (lambda (edge)
                  (fresh-line)
                  (princ (dot-name (car node)))
                  (princ "->")
                  (princ (dot-name (car edge)))
                  (princ "[label=\"")
                  (princ (dot-label (cdr edge)))
                  (princ "\"];"))
                (cdr node)))
        edges))
Let’s use this function to generate the DOT information for the edges of the wizard’s house:
> (edges->dot *wizard-edges*)
[image: ] LIVING_ROOM->GARDEN[label="(WEST DOOR)"];
  LIVING_ROOM->ATTIC[label="(UPSTAIRS LADDER)"];
  GARDEN->LIVING_ROOM[label="(EAST DOOR)"];
  ATTIC->LIVING_ROOM[label="(DOWNSTAIRS LADDER)"];
Here, we can clearly see the relationships between the nodes in the wizard’s house, in the DOT format. For instance, the first line [image: ] indicates that the player can walk from the LIVING_ROOM node to the GARDEN node by using an edge labeled (WEST DOOR).

Generating All the DOT Data



To complete our generation of the DOT data, we call both nodes->dot and edges->dot, and wrap it up with some extra decoration, as follows:
(defun graph->dot (nodes edges)
[image: ]  (princ "digraph{")
[image: ]  (nodes->dot nodes)
[image: ]  (edges->dot edges)
    (princ "}"))
This function ties everything together by defining our graph as a directional graph [image: ], and then calling our nodes->dot [image: ] and edges->dot [image: ] functions.
Here’s what the final DOT information for our wizard game looks like, as created by our new library:
> (graph->dot *wizard-nodes* *wizard-edges*)
digraph{
LIVING_ROOM[label="(LIVING-ROOM (YOU ARE IN TH..."];
GARDEN[label="(GARDEN (YOU ARE IN A BEAUT..."];
ATTIC[label="(ATTIC (YOU ARE IN THE ATTI..."];
LIVING_ROOM->GARDEN[label="(WEST DOOR)"];
LIVING_ROOM->ATTIC[label="(UPSTAIRS LADDER)"];
GARDEN->LIVING_ROOM[label="(EAST DOOR)"];
ATTIC->LIVING_ROOM[label="(DOWNSTAIRS LADDER)"];}
We can now generate a proper Graphviz DOT file that captures all the details of our wizard map that we need to generate a pretty picture. These include the nodes the player can visit, the edges connecting these nodes, and labels for every node and edge.


Turning the DOT File into a Picture



To turn the DOT file into an actual bitmap, we capture the DOT file data, put it into a file, and then execute the dot command directly from the system command line, like this:
[image: ] (defun dot->png (fname thunk)
[image: ]  (with-open-file (*standard-output*
                     fname
                     :direction :output
                     :if-exists :supersede)
      (funcall thunk))
    (ext:shell (concatenate 'string "dot -Tpng -O " fname)))
This function performs the most critical actions in our graph drawing library, using some advanced Lisp techniques.
First, to keep this dot->png function as reusable as possible, the graph->dot function isn’t called directly. Instead, we write dot->png to accept a thunk [image: ].
Using Thunks



It is common in Lisp to create small functions that have zero arguments. These functions are officially called nullary functions. However, Lispers will often create such functions in order to describe a computation that they don’t want to run until later. In this scenario, a function without arguments is commonly called a thunk or a suspension. In this case, the thunk our dot->png function needs would be a function that, when called, prints a DOT file to the console.
Why is a thunk useful in our dot->png function? Remember that the easiest way for us to write and debug graph->dot and other DOT file functions is to have them print their results directly to the console. When we call graph->dot, it doesn’t return its results as a value, but, instead, prints them at the console as a side effect. Therefore, we can’t just pass the value of graph->dot to dot->png. Instead, we pass in graph->dot as a thunk. Then dot->png is responsible for calling graph->dot, capturing the results, and sending them to a file.
Since it is so common to generate textual data with a computer program, this particular technique is used a lot in Lisp code: First, we print stuff right to the console; next, we wrap it in a thunk; finally, we redirect the results to some other location.
As you’ll see in Chapter 14, Lispers who follow the functional programming style eschew this technique, because side effects are required when printing to the console.

Writing to a File



The function with-open-file enables dot->png to write information to a file [image: ]. To give you a feel for how this function works, here’s an example that creates a new file named testfile.txt and writes the text “Hello File!” to it:
[image: ] (with-open-file (my-stream
                   "testfile.txt"
                   :direction :output
                   :if-exists :supersede)
     (princ "Hello File!" my-stream))
In this example, you can see that the first item [image: ] passed into with-open-file becomes the name of a special Common Lisp datatype called a stream, which is created for us by with-open-file.

Creating a Stream



Printing functions, such as princ, can accept a stream as an optional parameter. In this case, these printing functions won’t print anything to the console, but instead will print to the stream object.
It is important to understand that with-open-file creates a stream variable from a stream variable name, in the same way that let creates a variable from a variable name:
[image: ] (with-open-file (my-stream ...)
[image: ]    ...body has my-stream defined...)

[image: ] (let ((my-variable ...))
[image: ]    ...body has my-variable defined...)
So if we pass the name my-stream in at the front of the first list to with-open-file [image: ], this is analogous to defining my-variable at the start of a let [image: ]. A variable named my-stream will be available to us in the body of with-open-file [image: ], in the same way that my-variable will be available to us in the body of the let [image: ].
But don’t worry too much about exactly what a stream is just yet. We’ll be looking at them more closely in Chapter 12. For now, you just need to know that a stream is an object that can be connected to a file, and we can pass it to functions (such as princ) to write stuff to the connected file.

Understanding Keyword Parameters



The with-open-file command also makes heavy use of keyword parameters. Let’s look at our previous example of this command again:
(with-open-file (my-stream
                   "testfile.txt"
[image: ]                  :direction :output
[image: ]                  :if-exists :supersede)
     (princ "Hello File!" my-stream))
A keyword parameter has two parts: the name of the parameter and the value of the parameter. The name of the parameter is always a symbol beginning with a colon. This example has two keyword parameters: :direction [image: ], which is set to :output (we’re only writing to the file and not reading it), and :if-exists [image: ], which is set to :superseded (if a file by that name already exists, just toss out the old version).
with-open-file has keyword parameters because opening a file is a complex operation, and many esoteric options are available. If with-open-file just gave you regular parameters to set all this, every call to with-open-file would be long and cumbersome due to all the parameters. Also, humans have a hard time looking at a long list of parameters and remembering which one does what.
As you’ve probably noticed, symbols in Common Lisp sometimes begin with a colon. This includes keyword parameters, which always start with a colon. This is because a regular symbol in Lisp can refer to something else. For instance, we could set a variable cigar equal to 5 and then return it:
> (let ((cigar 5))
     cigar)
5
However, sometimes we don’t want a symbol to refer to something else. We want to use the symbol outright, and we want it to have its own meaning. A colon-prepended symbol in Common Lisp (not surprisingly, called a keyword symbol) always means itself:
[image: ] > :cigar
  :CIGAR
[image: ] > (let ((:cigar 5))
      :cigar)
  *** - LET: :CIGAR is a constant, may not be used as a variable
As you can see, the keyword symbol :cigar can be evaluated right at the REPL and already has a value [image: ]. Its value is, conveniently, :cigar. If we try to redefine :cigar to something else, Common Lisp won’t let us [image: ]. The fact that it is constant is useful, because a Lisp compiler can potentially optimize this simple type of symbol more than it can optimize other types. Also, we can reduce errors in our code by using keyword symbols in places where we know a symbol just has a meaning in its own right. Sometimes a cigar is just a cigar.

Capturing the Console Output



Our dot->png sends our data to the file in a slightly different way than is shown in this example: by declaring the name of the stream to be *standard-output* (a special global variable in Common Lisp that controls the default location to which printing functions send their output). As a result, any printing done inside the thunk will be redirected to our DOT file.
Let’s look at our dot->png function again to see this:
(defun dot->png (fname thunk)
[image: ]   (with-open-file (*standard-output*
                     fname
                     :direction :output
                     :if-exists :supersede)
[image: ]     (funcall thunk))
    (ext:shell (concatenate 'string "dot -Tpng -O " fname)))
So how exactly does the dot->png function cause our DOT data to get saved to a file instead of just going to the console? To answer this, you’ll need to exercise your brain a bit. Also, you’ll need to recall our discussion of local and dynamic variables in Chapter 2.
Remember that the let command usually creates a lexical, or local, variable. As we’ve discussed, the stream variable created by with-open-file is analogous to using let to create a variable. Hence, it usually leads to the creation of a lexical stream variable for us.
However, if a dynamic variable already exists with the same name, let will instead, temporarily, override the value of the dynamic variable to the new value. *standard-output* is such a dynamic variable. This means that we can temporarily override the value of *standard-output* to a new value by passing it into our with-open-file command [image: ].
In the body of the with-open-file, where we call our thunk [image: ], any values printed to the console will now be automagically routed to our file, instead. The surprising thing (enabled by the design of lexical and dynamic variables in Common Lisp) is that this is also true for the princ statements in our graph->dot function, even though they are called indirectly from dot->png.


Creating a Picture of Our Graph



Lastly, we need a function that ties together all the pieces to let us easily create a graph from some nodes and edges:
[image: ] (defun graph->png (fname nodes edges)
[image: ]   (dot->png fname
[image: ]             (lambda ()
[image: ]               (graph->dot nodes edges))))
This function takes the name of a DOT file (as the variable fname), as well as the graph’s nodes and edges [image: ], and uses them to generate the graph. To do this, it calls dot->png [image: ] and creates the appropriate thunk—a lambda function [image: ]. As is usual for a thunk, it takes no parameters.
The graph->dot function is called inside the thunk [image: ] as a delayed computation. Specifically, if we had called graph->dot directly, its output would just show up in the console. However, when inside the thunk, it will be called at the leisure of the dot->png function, and the output will be used to generate the DOT file with the filename passed in as the first parameter to graph->png.
Let’s try out our new function to draw a graph of the wizard’s house!
(graph->png "wizard.dot" *wizard-nodes* *wizard-edges*)
After calling this function, you should now see a file named wizard.dot.png, a picture of the map of the wizard’s house:
[image: image with no caption]

This may not be the prettiest graph on the planet, but it’s packed with information and is very easy to understand. Also, the code is extremely flexible, and places few dependencies on our node and edge data.
With these utilities in our arsenal, we can now easily create graphs from any interconnected data in our Lisp programs. You’ll find this technique to be a valuable debugging tool when you need to deal with complicated data.


Creating Undirected Graphs



A graph that has arrows on its edges is called a directed graph:
[image: image with no caption]

But sometimes we have data that is undirected, allowing us to travel in both directions along an edge. Such a graph is less busy than a directed graph, and can be easier to understand:
[image: image with no caption]

The following code expands our graph utilities with new functions that let us draw undirected graphs:
(defun uedges->dot (edges)
[image: ]   (maplist (lambda (lst)
               (mapc (lambda (edge)
[image: ]                      (unless (assoc (car edge) (cdr lst))
                         (fresh-line)
                         (princ (dot-name (caar lst)))
                         (princ "--")
                         (princ (dot-name (car edge)))
                         (princ "[label=\"")
                         (princ (dot-label (cdr edge)))
                         (princ "\"];")))
                     (cdar lst)))
             edges))

[image: ] (defun ugraph->dot (nodes edges)
[image: ]   (princ "graph{")
    (nodes->dot nodes)
    (uedges->dot edges)
    (princ "}"))

[image: ] (defun ugraph->png (fname nodes edges)
    (dot->png fname
              (lambda ()
                (ugraph->dot nodes edges))))
This code is very similar to the code for creating our directed graphs. Let’s look at some of the differences.
The uedges->dot function is very similar to the edges->dot function [image: ]. However, the graph we’re drawing may have multiple directed edges between the same nodes that we want to replace with a single, undirected edge. For instance, on our wizard map, we can walk from the garden to the living room by going east through the door. Of course, we can also walk from the living room to the garden by going west through the exact same door. In our undirected graph, we’ll want to collapse this; in essence, we just want to say, “There’s a door between the garden and living room.”
The uedges->dot function erases such duplicate edges by running through the list of edges using the maplist function. This is like the mapcar function, except that the function inside it receives the entire remainder of the list, not just the current item in the list:
> (mapcar #'print '(a b c))
A
B
C
...
> (maplist #'print '(a b c))
(A B C)
(B C)
(C)
...
The maplist function sends the print function everything in the list from the current item until the end. uedges->dot [image: ] then uses the information about future nodes it gets from maplist to check whether the destination of the node appears later in the edge list. The actual checking is done with the assoc function, looking for the current edge in the list of remaining edges, calculated as (cdr lst) [image: ]. In this case, it skips the edge so that only one of any pair of edges will be printed.
The ugraph->dot [image: ] function is similar to the graph->dot function, except that it describes the graph as just a graph [image: ] when generating the DOT data, instead of a digraph. The ugraph->png function [image: ] is essentially identical to the graph->png function, except that it calls ugraph->dot instead of graph->dot.
We designed the dot->png function to accept different thunks so it could work with different DOT data generators. Now we’ve used this flexibility to generate these functions that output pictures for undirected graphs. For example, let’s try generating an undirected graph for the wizard’s house:
(ugraph->png "uwizard.dot" *wizard-nodes* *wizard-edges*)
Here, "uwizard.dot" is the name of the DOT file we want to create. The *wizard-nodes* and *wizard-edges* variables contain the data describing the nodes and edges of the map of the wizard’s world. This code generates the uwizard.dot.png file, which looks like this:
[image: image with no caption]

Now that you have a full suite of utilities for both directed and undirected graphs, write these functions to a file named graph-util.lisp, so you can access them from other programs.

What You've Learned



In this chapter, we discussed exotic types of lists and created a drawing library for mathematical graphs. Along the way, you learned the following:
	You can create lists in Lisp that end in a value other than nil. Such lists are displayed with an extra dot before the last item and are called dotted lists.

	Pairs are what you get when you cons together two items that are not lists themselves. They can also be thought of as dotted lists that contain only two items.

	Circular lists are lists where the last cons cell points to an earlier cons cell in the same list.

	Association lists (alists) are lists of pairs. They can be used to store data that is in the form of keys associated with values.

	Lisp syntax expressions are great for storing and visualizing list-like and hierarchical data. Extra tools may be helpful for visualizing more complex data.

	If your data is in the form of a mathematical graph, it’s helpful to be able to generate pictures of your data using Graphviz.

	A common technique for generating textual data in a Lisp program is to write functions that print the text to the console for easy debugging and wrap these functions in thunks. Then you can send these thunks to other functions, which capture the console output and route the text to the appropriate destination, such as writing it to a file.




Chapter 8. This Ain't Your Daddy's Wumpus



In the previous chapter, we worked with mathematical graphs in a simple game. However, as an old-school geek, the first thing I think of when I see these graphs is the old game Hunt the Wumpus. When I was nine, I could think of nothing more fun than sitting in front of my TI-99/4A and playing this excellent game.
Here is the original title screen:
In Hunt the Wumpus, you are a hunter searching through a network of caves to find a mysterious monster—the fabled Wumpus. Along the way, you also deal with bats and tar pits. Ah, those were the days!
[image: image with no caption]

But, unfortunately, those days are long gone. We’re in a new millennium now, and no one would be impressed by these crude graphics anymore. And the story line, well, let’s just say it sounds a bit corny by modern standards. I think we can all agree that Hunt the Wumpus is in serious need of a makeover. That’s quite a challenge, but one I think we can handle.
Therefore, I present to you . . .
[image: image with no caption]

The Grand Theft Wumpus Game



In this new version of Hunt the Wumpus, you are the Lisp alien. You and the Wumpus have just robbed a liquor store and made off with the loot. However, during the escape, the Wumpus decides to double-cross you and run off with the money and your car. But before he drives off, you manage to cap him a couple of times in the kidney.
[image: image with no caption]

Now you’re in a pretty tough situation. You don’t have a car or any money, and no way to track down your former partner in crime. But you also have no choice. You have your principles, so you’re going to hunt the Wumpus. You know he won’t be able to get very far with his injuries. He will most likely need to lie low for a few days to recover, which means he will still be somewhere in Congestion City. The problem is that the roads in this town are impossibly convoluted, and no one can find their way around, especially an out-of-towner like yourself. How are you ever going to find the Wumpus in this impossible maze?
[image: image with no caption]

Luckily, being the Lisp alien, you always carry your trusty pocket computer. Using Lisp and your graph utilities, you’re fully equipped to analyze complicated data such as the Congestion City roadways and intersections. Surely, you have the tools to conquer this impenetrable road system.
[image: image with no caption]

The Wumpus has been your partner in crime for a while now, so you know his MO quite well. He will always carefully scout out any new hiding place before he uses it. And since he is injured, any location one or two blocks away (that is, one or two graph edges away) from his hiding place should be marked with some telltale signs: his blood stains.
A problem is that he still has his trusty AK-47, while you have only a handgun with a single bullet. If you’re going to take him out, you’ll need to be absolutely sure you’ve tracked him down. You’ll need to charge into his hideout and shoot him down immediately, and you’ll have only one chance to pull this off.
[image: image with no caption]

Unfortunately, you and the Wumpus aren’t the only criminals in this town. The most feared outlaw group in Congestion City is the Gruesome Glowworm Gang. These guys are a band of ruthless kidnappers. If you run into them, they will kidnap you, beat you up, rob you, blindfold you, and then kick you out of their car and leave you in some random part of town.
Luckily, they can be avoided if you know to keep an eye out for their glowing thoraxes (hence their name). If you see some blinking lights, you know that these guys are one street away from your current location. Also, you know the gang has exactly three separate teams that work the city from three separate locations.
[image: image with no caption]

Finally, you still need to contend with the cops. You know they’ve probably set up some roadblocks in town to try to catch you and the Wumpus. You should still be able to visit any location in Congestion City, but you need to be careful which streets you travel. (In other words, the cops will catch you if you travel along the wrong edge.) Unfortunately, you don’t know how many of these roadblocks there may be.
As you can see, finding the Wumpus and getting back your money and car will be tough. If you think you’re Lisp alien enough to take on the Wumpus, then let’s write this game and hunt him down!


Defining the Edges of Congestion City



The map of Congestion City will be an undirected graph with data associated with each node stored in the variable *congestion-city-nodes*. The possible data at each node will include the presence of the Wumpus, a Glowworm team, and various danger signs.
A set of edges stored in *congestion-city-edges* will connect the nodes, and data linked to these edges will alert us to the presence of any police roadblocks. We declare these and other global variables at the top of our program using defparameter:
[image: ] (load "graph-util")

  (defparameter *congestion-city-nodes* nil)
  (defparameter *congestion-city-edges* nil)
  (defparameter *visited-nodes* nil)
[image: ] (defparameter *node-num* 30)
[image: ] (defparameter *edge-num* 45)
[image: ] (defparameter *worm-num* 3)
[image: ] (defparameter *cop-odds* 15)
  (defparameter *player-pos* nil)
We first load our graph utilities with the load command [image: ], which evaluates all the code in graph-util.lisp (which we created in the previous chapter) so the graph utility functions will be available. Notice that Congestion City will have 30 locations [image: ] (nodes, defined with *node-num*), 45 edges [image: ] (roads, defined with *edge-num*), and 3 worm teams [image: ] (defined with *worm-num*). Each street will have a 1-in-15 chance [image: ] of containing a roadblock (defined with *cop-odds*).
Generating Random Edges



Next, we create a random list of edges to connect all the nodes:
[image: ] (defun random-node ()
    (1+ (random *node-num*)))

[image: ] (defun edge-pair (a b)
    (unless (eql a b)
      (list (cons a b) (cons b a))))

[image: ] (defun make-edge-list ()
[image: ]   (apply #'append (loop repeat *edge-num*
[image: ]                         collect (edge-pair (random-node) (random-node)))))
First, we declare the random-node function [image: ], which returns a random node identifier. It uses the random function, which returns a random natural number less than the integer you pass to it. Since we’re going to be showing the node identifiers in our user interface, we use the 1+ function to number our nodes 1 through 30 (the upper limit because the *node-num* variable is set to 30), instead of 0 through 29.
The make-edge-list function [image: ] generates the actual list of random edges. It uses the loop command to loop *edge-num* times [image: ], and then collects the requisite number of edges [image: ]. We’ll take a closer look at the loop command in the next section. The graph of the city is undirected, so this function uses a helper function, edge-pair [image: ], to create two directed edges between the randomly selected nodes. This extra step makes sense once you remember that an undirected graph is the same as a directed graph, with two opposing directed edges mirroring each undirected edge. (When we build our edges into an alist later in this chapter, this step will ensure that the list is properly formed.)
[image: image with no caption]

Let’s try the make-edge-list function in the CLISP REPL:
> (make-edge-list)
((16 . 20) (20 . 16) (9 . 3) (3 . 9) (25 . 18) (18 . 25) (30 . 29)
 (29 . 30) (26 . 13) (13 . 26) (12 . 25) (25 . 12) (26 . 22) (22 . 26)
 (30 . 29) (29 . 30) (3 . 14) (14 . 3) (28 . 6) (6 . 28) (4 . 8) (8 . 4)
 (27 . 8) (8 . 27) (3 . 30) (30 . 3) (25 . 16) (16 . 25) (5 . 21) (21 . 5)
 (11 . 24) (24 . 11) (14 . 1) (1 . 14) (25 . 11) (11 . 25) (21 . 9) (9 . 21)
 (12 . 22) (22 . 12) (21 . 11) (11 . 21) (11 . 17) (17 . 11) (30 . 21) (21 . 30)
 (3 . 11) (11 . 3) (24 . 23) (23 . 24) (1 . 24) (24 . 1) (21 . 19) (19 . 21) (25 . 29)
 (29 . 25) (1 . 26) (26 . 1) (28 . 24) (24 . 28) (20 . 15) (15 . 20)
 (28 . 25) (25 . 28)
 (2 . 11) (11 . 2) (11 . 24) (24 . 11) (29 . 24) (24 . 29)
(18 . 28) (28 . 18) (14 . 15)
 (15 . 14) (16 . 10) (10 . 16) (3 . 26) (26 . 3) (18 . 9) (9 . 18) (5 . 12)
 (12 . 5) (11 . 18) (18 . 11) (20 . 17) (17 . 20) (25 . 3) (3 . 25))
You see the pairs of node numbers that make up the edges. This list of edge pairs will form the skeleton of the Congestion City road system.

Looping with the loop Command



Our make-edge-list function employs the powerful loop command, which can be used to loop over various types of data. We’ll be looking at loop in detail in Chapter 10. However, our game uses loop a few times, so let’s consider some simple examples to clarify how it works.
One handy thing you can do with loop is create a list of numbers. For instance, the following command will create a list of 10 ones:
> (loop repeat 10
        collect 1)
(1 1 1 1 1 1 1 1 1 1)
Within the loop command, we specify how many times to repeat, and then specify an object to collect with every loop (in this case, the number 1).
Sometimes, we want to keep a running count as we’re looping. We can do this with the following syntax:
> (loop for n from 1 to 10
        collect n)
(1 2 3 4 5 6 7 8 9 10)
In this example, we are saying that n should loop from 1 to 10. Then we collect each n and return it as a list.
Actually, we can put any Lisp code in the collect part of the loop. In the following example, we add 100 as we do our collecting:
> (loop for n from 1 to 10
        collect (+ 100 n))
(101 102 103 104 105 106 107 108 109 110)

Preventing Islands



We now can generate random edges. Of course, if we just connect random nodes with random edges, there’s no guarantee that all of Congestion City will be connected because of all that randomness. For example, some parts of the city might form an island, with no connections to the main road system.
[image: image with no caption]

To prevent this, we’ll take our list of edges, find unconnected nodes, and connect these islands to the rest of the city network using this code:
[image: ] (defun direct-edges (node edge-list)
[image: ]   (remove-if-not (lambda (x)
                     (eql (car x) node))
                   edge-list))

[image: ] (defun get-connected (node edge-list)
[image: ]   (let ((visited nil))
      (labels ((traverse (node)
                 (unless (member node visited)
[image: ]                  (push node visited)
[image: ]                  (mapc (lambda (edge)
                           (traverse (cdr edge)))
                         (direct-edges node edge-list)))))
        (traverse node))
      visited))

  (defun find-islands (nodes edge-list)
    (let ((islands nil))
[image: ]     (labels ((find-island (nodes)
                 (let* ((connected (get-connected (car nodes) edge-list))
                        (unconnected (set-difference nodes connected)))
                   (push connected islands)
[image: ]                  (when unconnected
                     (find-island unconnected)))))
        (find-island nodes))
      islands))

  (defun connect-with-bridges (islands)
[image: ]   (when (cdr islands)
      (append (edge-pair (caar islands) (caadr islands))
              (connect-with-bridges (cdr islands)))))

[image: ] (defun connect-all-islands (nodes edge-list)
    (append (connect-with-bridges (find-islands nodes edge-list)) edge-list))
First, we declare a utility function called direct-edges [image: ], which finds all the edges in an edge list that start from a given node. It does this by creating a new list with all edges removed (using remove-if-not [image: ]) that don’t have the current node in the car position.
To find islands, we write the get-connected function [image: ]. This function takes an edge list and a source node and builds a list of all nodes connected to that node, even if it requires walking across multiple edges.
The usual way to find connected nodes is to start a visited list [image: ], and then perform a search along connected nodes, starting with the source node. Newly found nodes are added to the visited list with the push command [image: ]. We also traverse all the children of this found node, using mapc [image: ].
If, on the other hand, we encounter a node that has already been visited, we know we can ignore it. Once the search is complete, the visited list will consist of all connected nodes.
Now that we have a function for finding nodes that are connected, we can use it to create a function that will find all the islands in our graph. The find-islands function first defines a local function, called find-island [image: ]. This function checks which nodes are connected to the first node in our list of nodes using the get-connected function. It then subtracts these nodes from the full list of nodes using the set-difference function. (set-difference takes two lists, and returns all items that are in the first list but not the second.)
Any remaining nodes are deemed unconnected. If any unconnected node exists [image: ], we call the find-islands function again recursively to find additional islands.
Once we’ve found all the islands, we need a way of bridging them together. This is the job of the connect-with-bridges function. It returns a list of additional edges that join all the islands together. To do this, it takes the list of islands and checks if there is a cdr in this list [image: ]. If there is, it means there are at least two land masses, which can be connected with a bridge. It uses the edge-pair function to create this bridge, and then calls itself recursively on the tail of the island list, in case additional bridges are needed.
Finally, we tie all of our island prevention functions together using the function connect-all-islands [image: ]. It uses find-islands to find all the land masses, and then calls connect-with-bridges to build appropriate bridges. It then appends these bridges to the initial list of edges to produce a final, fully connected land mass.

Building the Final Edges for Congestion City



To complete our edges for Congestion City, we need to convert the edges from an edge list into an alist. We also will add the police roadblocks, which will appear randomly on some of the edges. For these tasks, we will create the make-city-edges, edges-to-alist, and add-cops functions:
(defun make-city-edges ()
[image: ]   (let* ((nodes (loop for i from 1 to *node-num*
                        collect i))
[image: ]          (edge-list (connect-all-islands nodes (make-edge-list)))
[image: ]          (cops (remove-if-not (lambda (x)
                                  (zerop (random *cop-odds*)))
                                edge-list)))
[image: ]     (add-cops (edges-to-alist edge-list) cops)))

  (defun edges-to-alist (edge-list)
[image: ]   (mapcar (lambda (node1)
              (cons node1
[image: ]                   (mapcar (lambda (edge)
                              (list (cdr edge)))
                            (remove-duplicates (direct-edges node1 edge-list)
[image: ]                                              :test #'equal))))
            (remove-duplicates (mapcar #'car edge-list))))

  (defun add-cops (edge-alist edges-with-cops)
[image: ]   (mapcar (lambda (x)
              (let ((node1 (car x))
                    (node1-edges (cdr x)))
                (cons node1
[image: ]                     (mapcar (lambda (edge)
                                (let ((node2 (car edge)))
[image: ]                                 (if (intersection (edge-pair node1 node2)
                                                    edges-with-cops
                                                    :test #'equal)
                                      (list node2 'cops)
                                    edge)))
                              node1-edges))))
            edge-alist))
These are the most cumbersome functions in Grand Theft Wumpus. Let’s take a closer look at them.
The make-city-edges Function



First, the make-city-edges function creates a list of nodes, using a loop [image: ]. (This is simply a list of numbers from 1 to *node-num*.) Next, it creates a random (but fully connected) edge list by calling the make-edge-list and connect-all-islands functions [image: ]. This result is stored in the edge-list variable. It then creates a random list of edges that contains cops [image: ]. We define these variables with the let* command, which allows us to reference previously defined variables.
The following example shows the difference between defining variables with let and let*:
> (let ((a 5)
        (b (+ a 2)))
    b)
*** - EVAL: variable A has no value
> (let* ((a 5)
         (b (+ a 2)))
    b)
7
As you can see, let won’t allow you to refer to other defined variables (the variable b can’t reference the value of a). When defining variables with let*, on the other hand, this kind of reference is allowed. For our purposes, using let* allows our definition of cops [image: ] to contain a reference to edge-list.
Once we’ve created the edge list and determined where the cops are, we need to convert our edge list into an alist and add the cops to it [image: ]. The edges are converted to an alist with the edges-to-alist function, and the cops are added with the add-cops function.

The edges-to-alist Function



The edges-to-alist function converts a list of edges into an alist of edges. For example, assume we have the following city, with only three locations and two edges connecting those locations:
[image: image with no caption]

We would describe this using an edge list as '((1 . 2) (2 . 1) (2 . 3) (3 . 2)). Remember that each of the edges is repeated, since the edges are undirected and can be used in both directions. If we described this same city as an alist, what would that look like?
Remember that an alist is a list that lets us look up a key (in this example, one of the three nodes in our city) and find the information associated with that key (in this case, a list of the roads connected to it). For this small city, the alist would be '((1 (2)) (2 (1) (3)) (3 (2))).
To build this alist, the edges-to-list function first mapcars [image: ] over the nodes found in the edge list. To build the list of nodes, we use the remove-duplicates function, which removes duplicate items from a list. By default, remove-duplicates uses the eql function to check for equality, though it also allows you to choose a different test function using the :test keyword parameter. Since we’re checking for equality of cons pairs in our make-city-edges function, we set :test to #'equal [image: ].
Within this outer mapcar [image: ], we use another mapcar [image: ] to map across all the direct-edges to this node. Together, these nested mapcar functions allow edges-to-alist to convert the edges of a city into an alist.

The add-cops Function



When we wrote the make-city-edges function, we randomly marked some of the edges to show that they have cops on them [image: ]. We are now going to use this list of cop edges to mark the edges in our alist that contain cops. This is the job of the add-cops function.
To do this, we use nested mapcar commands to map across the edges within each node [image: ][image: ]. We then check whether there are any cops on a given edge, using the intersection function [image: ]. (The intersection function tells us which items are shared between two lists.)
To understand exactly what the add-cops function is doing, it will help to once again imagine our city with only three locations and two streets. In this example, one of the streets has cops on it:
[image: image with no caption]

The generated alist for this city, created by add-cops, would look like this:
((1 (2)) (2 (1) (3 COPS)) (3 (2 COPS)))
This is actually a nested alist. The outer alist is organized based on the first node, and the inner alists are organized based on the second node.
With the edges in this format, we can easily find all edges connected to a given node by calling (cdr (assoc node1 edges)). To see if a given edge contains cops, we can call (cdr (assoc node2 (cdr (assoc node1 edges)))), which goes down two levels to grab the actual data linked to a specific edge between two nodes. (One additional benefit of using this nested alist format is that it is fully compatible with our graph libraries—a feature that we’ll take advantage of shortly.)



Building the Nodes for Congestion City



Now we’ll build an alist for the nodes in our city. These nodes may contain the Wumpus or the Glowworms, or they might contain various clues, such as blood, lights, or sirens.
Most of the clues in our game are based on proximity to another node, so we need to write some functions that tell us if two nodes are one node apart in the city graph. The neighbors function looks up the node’s neighbors using the alist of edges. If the second node is in that list, we know we’re one away.
(defun neighbors (node edge-alist)
 (mapcar #'car (cdr (assoc node edge-alist))))

(defun within-one (a b edge-alist)
 (member b (neighbors a edge-alist)))
First, this function looks up the first node (a) in the alist of edges with neighbors. Then it uses member to see if the other node (b) is among these nodes.
The blood stain clues for the Wumpus can also be seen from two nodes away. We can write a second function for checking two nodes like this:
(defun within-two (a b edge-alist)
[image: ]   (or (within-one a b edge-alist)
        (some (lambda (x)
[image: ]               (within-one x b edge-alist))
[image: ]             (neighbors a edge-alist))))
First, we check if we are within one node of our goal [image: ], since if we’re within one, we’re also within two. Next, we extract all the nodes that are one away [image: ] (similar to what we did in the within-one function). Finally, we check if any of these new nodes are within one [image: ], which would make them within two of the original node.
Now that we have those utility functions, let’s write the function that builds the final node alist (basically, the final map of our city.) Here’s the listing:
(defun make-city-nodes (edge-alist)
[image: ]   (let ((wumpus (random-node))
[image: ]         (glow-worms (loop for i below *worm-num*
                            collect (random-node))))
[image: ]     (loop for n from 1 to *node-num*
[image: ]         collect (append (list n)
[image: ]                         (cond ((eql n wumpus) '(wumpus))
[image: ]                               ((within-two n wumpus edge-alist) '(blood!)))
[image: ]                         (cond ((member n glow-worms)
                                 '(glow-worm))
[image: ]                               ((some (lambda (worm)
                                         (within-one n worm edge-alist))
                                       glow-worms)
                                 '(lights!)))
[image: ]                         (when (some #'cdr (cdr (assoc n edge-alist)))
                            '(sirens!))))))
The make-city-nodes function first picks random nodes for the Wumpus [image: ] and the Glowworms [image: ], and then it uses loop [image: ] to run through the node numbers. As it runs through the nodes, it builds a list describing each node in the city, appended together from various sources [image: ]. By using append, each part of the code that describes these nodes (and is within the body of the append) can choose to add zero, one, or multiple items to the description, creating its own child lists with zero, one, or multiple items.
At the front of the list, we put the node name, n [image: ]. If the Wumpus is at the current node, we add the word Wumpus [image: ] (but wrapped in a list, as we just described). If we’re within two nodes of the Wumpus, we show its blood [image: ]. If the node has a Glowworm gang, we show it next [image: ], and if the Glowworm gang is one node away, we show its lights [image: ]. Finally, if an edge from the node contains cops, we indicate that sirens can be heard [image: ].
To check for the sirens clue, we simply grab the edges with (cdr (assoc n edges)) and see if some of these nodes have a value in the cdr. The 'cops symbol would be attached to the edges at the cdr. Since we have only one data point for edges in this game, looking for the presence of a cdr is an adequate check for the presence of cops. For example, if we use our earlier example of an alist with cops on it:
((1 (2)) (2 (1)[image: ] (3 COPS)[image: ]) (3 (2 COPS)))
You can see that if an edge in the list has cops, such as here [image: ], the cdr will lead to a non-nil value. An edge without cops [image: ] will have a cdr that is nil.
[image: image with no caption]


Initializing a New Game of Grand Theft Wumpus



With our graph construction stuff out of the way, we can write a simple function that initializes a brand-new game of Grand Theft Wumpus:
(defun new-game ()
    (setf *congestion-city-edges* (make-city-edges))
    (setf *congestion-city-nodes* (make-city-nodes *congestion-city-edges*))
[image: ]   (setf *player-pos* (find-empty-node))
    (setf *visited-nodes* (list *player-pos*))
    (draw-city))
There are two new functions here. One, the find-empty-node function [image: ], ensures that the player doesn’t end up on top of a bad guy right at the beginning of the game. Here’s the code for that function:
(defun find-empty-node ()
[image: ]   (let ((x (random-node)))
[image: ]     (if (cdr (assoc x *congestion-city-nodes*))
[image: ]         (find-empty-node)
          x)))
The find-empty-node function is pretty simple. First, it picks a random node [image: ] to consider as the player’s starting position. Then it checks whether it is a completely empty node [image: ]. If there’s stuff in that node, it simply calls itself again, trying another random spot [image: ].
Warning
If you ever decide to modify the game and make it more crowded with bad guys, you could end up in a situation where no empty nodes exist. In that case, this function will search forever and lock up your Lisp REPL, since we didn’t put in any checks to detect this situation.

The other new function in our new-game command is draw-city, which we’ll write next.

Drawing a Map of Our City



We’re finally ready to draw a map of our new city. We’re using a standard format for our graph data, so writing this function is a breeze:
(defun draw-city ()
  (ugraph->png "city" *congestion-city-nodes* *congestion-city-edges*))
We created the ugraph->png function in the previous chapter, as part of our graph library.
Now call (new-game) from the REPL, and open the city.dot.png picture in your web browser:
[image: image with no caption]

Note
Since every city map created by our code is unique, your map will look completely different from the one in this picture.

Finally, we can marvel at the results of our urban planning!
Drawing a City from Partial Knowledge



Of course, it’s awfully boring to hunt something if you already know where it is before the hunt starts. To solve this problem, we want a map of the city that shows only the nodes that we’ve visited so far. To that end, we use a global list called *visited-nodes* that is initially set to the player’s position only, but which we’ll update as we walk around the city visiting other nodes. Using this *visited-nodes* variable, we can calculate a smaller graph that includes only those parts of the city that are known to us.
Known Nodes



First, we can build an alist of just the known nodes:
(defun known-city-nodes ()
[image: ]   (mapcar (lambda (node)
[image: ]             (if (member node *visited-nodes*)
                  (let ((n (assoc node *congestion-city-nodes*)))
[image: ]                   (if (eql node *player-pos*)
                        (append n '(*))
                        n))
[image: ]                 (list node '?)))
            (remove-duplicates
[image: ]               (append *visited-nodes*
[image: ]                       (mapcan (lambda (node)
                                  (mapcar #'car
                                         (cdr (assoc node
                                                     *congestion-city-edges*))))
                                *visited-nodes*)))))
At the bottom of known-city-nodes, we need to figure out which nodes we can “see” based on where we’ve been. We’ll be able to see all visited nodes [image: ], but we also want to track all nodes within one node of a visited node [image: ]. (We will discuss the mapcan function shortly.) We calculate who is “within one” using code similar to the previously discussed within-one function.
Next, we mapcar over this list of relevant nodes, processing each [image: ]. If the current node is occupied by the player, we mark it with an asterisk [image: ]. If the node hasn’t been visited yet [image: ], we mark it with a question mark [image: ].

Known Edges



Now, we need to create an alist stripped of any cop sirens that we haven’t reached yet:
(defun known-city-edges ()
    (mapcar (lambda (node)
              (cons node (mapcar (lambda (x)
                                   (if (member (car x) *visited-nodes*)
                                       x
[image: ]                                      (list (car x))))
                                 (cdr (assoc node *congestion-city-edges*)))))
            *visited-nodes*))
This function is similar to the known-city-nodes function. The noteworthy line of code is here [image: ] where we strip the cdr from the edge list for edges so that cops are indicated on the map only if we’ve visited the nodes on both ends of an edge containing cops.

The mapcan Function



The mapcan function we used in known-city-nodes is a variant of mapcar. However, unlike mapcar, mapcan assumes that the values generated by the mapping function are all lists that should be appended together. This is useful when there isn’t a one-to-one relationship between the items in a list and the result you want to generate.
For example, suppose we run a burger shop and sell three types of burgers: the single, the double, and the double cheese. To convert a list of burgers into a list of patties and cheese slices, we could write the following function:
> (defun ingredients (order)
     (mapcan (lambda (burger)
                (case burger
                   (single '(patty))
                   (double '(patty patty))
                   (double-cheese '(patty patty cheese))))
             order))
INGREDIENTS
> (ingredients '(single double-cheese double))
'(PATTY PATTY PATTY CHEESE PATTY PATTY)

Drawing Only the Known Parts of the City



Because we now have functions that can generate the known information about nodes and edges, we can write a function that turns this information into a picture, as follows:
(defun draw-known-city ()
  (ugraph->png "known-city" (known-city-nodes) (known-city-edges)))
Now let’s redefine our new-game function to draw the known city when the game starts:
(defun new-game ()
    (setf *congestion-city-edges* (make-city-edges))
    (setf *congestion-city-nodes* (make-city-nodes *congestion-city-edges*))
    (setf *player-pos* (find-empty-node))
    (setf *visited-nodes* (list *player-pos*))
    (draw-city)
[image: ]   (draw-known-city))
This function is almost exactly the same as the previous version of new-game, except that we also create a drawing composed only of the known parts of the city [image: ].
Now, if we call the new-game function from the REPL, we’ll get a new picture named known-city.dot.png that we can view in our browser. It will look something like this:
[image: image with no caption]

Now we’re ready to walk around our map of Congestion City!


Walking Around Town



We’ll need two functions for traveling between the nodes in our city: a regular walk function and one for when we think we’ve found the Wumpus, and we want to charge that location with our final bullet. Since these two functions are very similar, we’ll have both of them delegate the bulk of the work to a common handle-direction function:
(defun walk (pos)
  (handle-direction pos nil))

(defun charge (pos)
  (handle-direction pos t))
The only difference between these two functions is the flag they pass to handle-direction, which is set to either nil or t, depending on the kind of traveling.
The handle-direction function’s main job is to make sure that a move is legal, which it does by checking the edges of the city:
(defun handle-direction (pos charging)
    (let ((edge (assoc pos
[image: ]                      (cdr (assoc *player-pos* *congestion-city-edges*)))))
      (if edge
[image: ]         (handle-new-place edge pos charging)
[image: ]         (princ "That location does not exist!"))))
First, this function looks up the legal directions players can move to from their current location [image: ]. It then uses the pos the player wants to move to and looks it up in that list of possible directions. Once we’ve determined that a direction is legal (that is, a node with that number shares an edge with the player’s current position), we need to find out what surprises are waiting as the player travels to this new place, using the handle-new-place function, which we’ll create next [image: ]. Otherwise, we display a helpful error message [image: ].
Now let’s create the handle-new-place function, which gets called when the player has traveled to a new place:
(defun handle-new-place (edge pos charging)
[image: ]   (let* ((node (assoc pos *congestion-city-nodes*))
[image: ]          (has-worm (and (member 'glow-worm node)
                          (not (member pos *visited-nodes*)))))
[image: ]     (pushnew pos *visited-nodes*)
[image: ]     (setf *player-pos* pos)
[image: ]     (draw-known-city)
[image: ]     (cond ((member 'cops edge) (princ "You ran into the cops. Game Over."))
[image: ]           ((member 'wumpus node) (if charging
                                       (princ "You found the Wumpus!")
                                       (princ "You ran into the Wumpus")))
[image: ]           (charging (princ "You wasted your last bullet. Game Over."))
[image: ]           (has-worm (let ((new-pos (random-node)))
                        (princ "You ran into a Glow Worm Gang! You're now at ")
                        (princ new-pos)
                        (handle-new-place nil new-pos nil))))))
First, we retrieve the node the player is traveling to from the alist of nodes [image: ]. Next, we figure out if the node contains a Glowworm gang [image: ]. We ignore the gang if they’re in a node already visited, because they’ll only attack once.
Next, the handle-new-place function updates *visited-nodes* [image: ](adding the new position to the list) and *player-pos* [image: ]. Then it calls draw-known-city [image: ] again, since we now have a new place we know about.
Next, it checks to see if there are any cops on the edge [image: ], and then whether the Wumpus is at that location [image: ]. If the player encounters the Wumpus, our handle-new-place function needs to know whether we were charging the location. If we are charging at the Wumpus, we win the game. Otherwise, the Wumpus kills us and the game is over.
If, on the other hand, we charge at a location that does not contain the Wumpus, we waste our single bullet and we lose the game as well [image: ]. Finally, if the location has a previously unencountered Glowworm gang, jump to a random new location, calling handle-new-place recursively [image: ].
Our game is now complete!


Let's Hunt Some Wumpus!



To play our game, simply enter the traveling commands we created (walk and charge) at the REPL, then switch to your browser and refresh known-city.dot.png to plan your next move.
For example, here’s where we left off in our sample game:
[image: image with no caption]

Since we have no clues, we know that any of these nodes will be safe to visit. Let’s try (walk 20):
[image: image with no caption]

Uh oh! There’s blood here. That means the Wumpus must be two nodes away! It should still be safe to (walk 11) though, because that’s only one node away:
[image: image with no caption]

Oh no! One of these streets has a police roadblock. Let’s backtrack with (walk 20) (walk 19), and then we can try (walk 7):
[image: image with no caption]

Darn! Now we have the Wumpus and some Glowworms nearby. Let’s take a shot in the dark and try (walk 10):
[image: image with no caption]

Well, that didn’t help, since there are cops down this path. However, because node 10 has only one other unexplored street, we can say with certainty that the street between 1 and 10 has cops on it.
You can see that it takes some serious thinking to become a master in Grand Theft Wumpus! Remember, you can always start a new game, with a new map, by using the new-game function. Once you’ve tracked down the Wumpus, use the charge function to attack him.
If you master the basic version of this game, try increasing the number of nodes, edges, cops, and Glowworms for an even greater challenge!

What You've Learned



In this chapter, we’ve used graph utilities with Lisp to make a more sophisticated game. Along the way, you learned the following:
	The loop function allows us to loop across various types of data. It will be discussed in more detail in Chapter 10.

	The set-difference function tells you which items are in one list but not in another list.

	The intersection function tells you which items are shared by lists.

	The remove-duplicates function removes duplicate items from a list.




Chapter 9. Advanced Datatypes and Generic Programming



As you’ve seen so far, a lot can be accomplished in Lisp by using cons cells, symbols, strings, and numeric datatypes. As a very mature language, Common Lisp contains many more datatypes that move well beyond these basics. In this chapter, we will discuss the most useful of these advanced datatypes, including arrays, hash tables, and structures.
Arrays



The Common Lisp array is very similar to a list. The main advantage of using arrays is that they require only a constant amount of time to access a value at any specific location. We’ll be discussing what this means shortly.
Working with Arrays



To create a new array, use the make-array command, specifying the array’s size:
> (make-array 3)
#(NIL NIL NIL)
This creates an array of length 3. In order to indicate that the value created is not just a list, Common Lisp prepends a hash mark (#) in front of the array.
To get and set items in an array, use the aref function. For example, here’s how we get the item at index 1:
> (defparameter x (make-array 3))
#(NIL NIL NIL)
> (aref x 1)
NIL
Of course, our array is just filled with nils right now, so there’s not much worth getting. To set items in the array to more interesting values, use aref in conjunction with the setf command:
> (defparameter x (make-array 3))
#(NIL NIL NIL)
> (setf (aref x 1) 'foo)
FOO
> x
#(NIL FOO NIL)
> (aref x 1)
FOO
Although aref is usually a command used to get a value out of an array, when used in this special way indicated in the example, it lets us set a value in an array, instead. This ability to use the setf and aref commands together shows off a feature in Common Lisp: its support for generic programming. Let’s take a closer look at the setf command to learn more about how this feature works.

Using a Generic Setter



The Common Lisp language is said to support generic setters. This means that in most cases, the code for pulling a value out of a data structure (whether an array, list, string, or something else) is identical to the code for putting data into that same data structure. The setf command can be used in conjunction with functions that perform getting operations and can use the same functions to perform setting operations, instead.
We’ve already seen that aref can be used to get values out of an array, and when used with setf, it can be used for setting values in the same array. The setf command can perform this trick in a general way across most of the commands in Common Lisp that get items from a data structure. Take, for instance, the following example involving a list:
> (setf foo '(a b c))
  (A B C)
  > (second foo)
  B
[image: ] > (setf (second foo) 'z)
  Z
  > foo
  (A Z C)
As you would expect, the expression (second foo) returns B. But, when we pass (second foo) to the setf command [image: ], it somehow knows where the B came from, and it is able to treat the expression (second foo) as if it were a regular variable. Basically, the setf command asks itself the question, “Where did the item in my first argument originally come from?” In this case, the value came from the second item in the list named foo. Therefore, if we try to setf this location, the source variable, foo, is modified in response.
In fact, the first argument in setf is a special sublanguage of Common Lisp, called a generalized reference. Not every Lisp command is allowed in a generalized reference, but you can still put in some pretty complicated stuff:
> (setf foo (make-array 4))
  #(NIL NIL NIL NIL)
[image: ] > (setf (aref foo 2) '(x y z))
  (X Y Z)
  > foo
[image: ] #(NIL NIL (X Y Z) NIL)
[image: ] > (setf (car (aref foo 2)) (make-hash-table))
  #S(HASH-TABLE)
[image: ] > (setf (gethash 'zoink (car (aref foo 2))) 5)
  5
  > foo
  #(NIL NIL (#S(HASH-TABLE (ZOINK . 5)) Y Z) NIL)
This example demonstrates the true power of setf in Common Lisp. In the first use, we put the list (x y z) into an array as the third item [image: ]. If we now print foo, we can see that it worked [image: ]. In the second use, we replace the first item in this list inside the foo array with a hash table [image: ]. Hash tables are another advanced data type we’ll be learning about shortly, in Hash Tables. It is surprisingly easy to do this with setf, because the generalized reference in the first argument to setf can be arbitrarily complicated.
Finally, we go all out and insert the value 5 into this hash table with the key of zoink [image: ]. The gethash function lets you get a value out of a hash table, as we’ll see shortly. Here, with the help of setf, we are putting the number 5 into the hash table instead.
I hope you can appreciate from this example how useful setf can be when modifying complicated data structures in a program.
Another cool feature of setf is that you can expand the generalized reference syntax to support new ways of accessing values. setf is a truly generic way of modifying values, regardless of the level of nesting or the datatypes being used.

Arrays vs. Lists



You’ve now seen some basic examples of working with arrays in Lisp. However, to fully understand the benefits of arrays, we need to compare them with lists.
Almost anything that can be done with a list can also be done with an array. However, arrays are usually much faster than lists when accessing specific elements, so the difference is in performance.
For example, the array-handling function aref is very similar to a list-handling function called nth, which allows you access to an item at a specific location in a regular list without using an array. Here is an example using nth on a list:
> (nth 1 '(foo bar baz))
BAR
However, it makes sense to use the nth function only with very small lists. If, for example, list X had thousands of items in it, running the command (nth 1000 x) would be excruciatingly slow, because Lisp lists are made out of chains of cons cells. Hence, the only way Lisp can find the thousandth item in a list is to churn through the 999 preceding objects first.
In contrast, running the command (aref x 1000) on a large array accesses the thousandth item directly, without counting through the previous 999 items. This means aref will execute much more quickly on a large array than the nth command would on a large list. In fact, an aref call will happen very quickly no matter how large the array. Even if you had an array with a billion items, retrieving the last item would still happen very quickly. The only real limiting factor is your system: the amount of RAM your computer has and how capable your Lisp environment is of taking advantage of it.
[image: image with no caption]

Not only can we quickly access array values, but we can also change values at any specific location, usually faster than we can by performing the same operations on a list.
Because setting and getting specific values in a large data structure is so important, keep arrays in mind as a tool to help you get the best performance possible with your code.



Hash Tables



In the same way that arrays are sort of like lists, hash tables are sort of like alists, except that they also allow you to access arbitrary elements more quickly.
In fact, hash tables are so efficient that they can, at times, seem like magic. Think of the Babel fish in the Hitchhiker’s Guide to the Galaxy trilogy—something so impossibly useful that it really has no business existing in the first place. That’s why almost all modern languages now offer the hash table datatype.
[image: image with no caption]

Working with Hash Tables



Create a new hash table with the make-hash-table command:
> (make-hash-table)
#S(HASH-TABLE ...)
Like alists, hash tables store items using a lookup key and a value. We can retrieve an item from the hash table using the item’s key with the gethash function:
> (defparameter x (make-hash-table))
  #S(HASH-TABLE ...)
  > (gethash 'yup x)
[image: ] NIL ;
[image: ] NIL
So far, our hash table remains empty. This means that when we look up any key in the hash table, such as 'yup in this example, we receive NIL as an answer [image: ]. Actually, we receive two NILs [image: ][image: ]—the gethash command returns multiple values, which you can do in Common Lisp (discussed in the next section). The first returned value is the actual value stored in the hash table, and the second indicates whether the key was found in the table (in this case, it wasn’t).
Just as with arrays, we can once again combine a command used for referencing data elements—in this case, gethash—with the setf command in order to fill our table with data:
> (defparameter x (make-hash-table))
  #S(HASH-TABLE ...)
[image: ] > (setf (gethash 'yup x) '25)
  25
  > (gethash 'yup x)
[image: ] 25 ;
[image: ] T
In this example, we’ve stored the value 25 in the hash table with a lookup key of yup [image: ]. Then, when we look up yup in the table, we get the answer of 25 [image: ]. We also get a second value of t [image: ], which means, “Yes, I found the key in the table.”
Remember when we discussed alists, we set up a data structure containing an order for coffee drinks? Here is that same data, but this time it’s stored using a hash table:
> (defparameter *drink-order* (make-hash-table))
#S(HASH-TABLE ...)
> (setf (gethash 'bill *drink-order*) 'double-espresso)
DOUBLE-ESPRESSO
> (setf (gethash 'lisa *drink-order*) 'small-drip-coffee)
SMALL-DRIP-COFFEE
> (setf (gethash 'john *drink-order*) 'medium-latte)
MEDIUM-LATTE
Accessing the drink order for any person is now simple:
> (gethash 'lisa *drink-order*)
'small-drip-coffee ;
T

Returning Multiple Values



Common Lisp allows you to return more than one value as a result. Some of the core Common Lisp core functions do this, including the gethash function, as you’ve seen. Another commonly used function that does this is the round function, which rounds off a number:
> (round 2.4)
[image: ] 2 ;
[image: ] 0.4
Calling this function appropriately rounded our number to 2 [image: ], but then it also generated a second value, which is the remainder of the rounding operation [image: ]. Both values are returned from this function call.
You can also create multiple values in your own code by using the values function. Here, for instance, we can write a foo function that returns two separate numbers, 3 and 7:
> (defun foo ()
      (values 3 7))
  FOO
  > (foo)
[image: ] 3 ;
[image: ] 7
Both of these values are printed out at the REPL [image: ][image: ], just as with the round function. However, Lisp considers the first value to be more important, and it will always be used by default during follow-up calculations. For instance, we can perform an addition after calling foo, like this:
> (+ (foo) 5)
8
In this case, the addition operator just ignores the second value that foo returns.
However, sometimes you might need to use that additional returned value. You can do this by using the multiple-value-bind command:
> (multiple-value-bind (a b) (foo)
                       (* a b))
21
In this example, we’ve bound the variables a and b to both of the values returned by foo (3 and 7). Calling our function with multiple-value-bind lets us use the extra values returned from the function, which would otherwise be ignored.
You might be wondering whether you could just return a list from your function instead of using the multiple-value feature. The answer is, yes, you could. However, it’s possible that using the multiple-value feature can lead to more optimized and cleaner code.
In this book, we will not be making much use of multiple values. In fact, more recent Lisp dialects, such as Arc and Clojure, do not support multiple values at all. Instead, they just return a list in the few cases where more than one value needs to be returned.

Hash Table Performance



As with arrays, accessing and modifying a value inside a hash table requires only a constant amount of time, no matter how many items your hash table contains. For instance, suppose we have a hash table with only 10 items in it. We access a value in the table, using a key, and find it takes on average 1 millisecond to do so. Now suppose that the hash table has 1,000,000 items in it. Because of how hash tables are designed, we could still expect it to take only about 1 millisecond to retrieve a value. In other words, no matter how big the table is, we can access items at a constant time of 1 millisecond.
Think of how incredible that is! Even if your hash table contained 1,000,000 items, the gethash function could take the key you gave it and determine in a constant amount of time exactly where your desired item could be found!
In this era of web-based programs backed by enormous amounts of data, the ability of hash tables to store large numbers of values with fast retrieval makes them indispensable. The efficient storage of key/value pairs is essential for most online storage systems. Even the latest tools for storing vast amounts of online data, like Google’s BigTable or Amazon’s S3, are built around the quick retrieval of values using keys, which makes them similar to hash tables.
However, you can’t always expect hash tables to provide the best performance. Here’s why:
	Virtual memory paging and cache misses:
	As with arrays, large hash tables may cause your operating system to start paging virtual memory to your hard drive, thus degrading performance. Similarly, they can increase the number of cache misses within your CPU.

	Hash collisions:
	Internally, hash tables use a special function called a hash function, which converts keys into numbers. Such a hash function can cause hash collisions. Basically, a hash collision happens when, by chance, two keys are converted by the hash function into the same number. In this case, the hash table will still behave correctly, but at a slightly degraded performance. In rare cases, certain types of keys can interact with a hash function to increase the number of collisions and impede an application’s ability to perform lookups, degrading performance even more.

	Inefficiency with small tables:
	With very small tables, the creation and lookup time required by hash tables can make them less efficient than simpler structures, such as alists. The performance benefits of hash tables are noticeable only when they contain larger amounts of data in them.

	Varying speed for operations:
	In Common Lisp, if you create a small hash table, and then fill it with values, you will find that occasionally, adding a new value will be unusually slow. This is because the make-hash-table function is designed to minimize the cost for creating small hash tables. However, as you start adding values to make the table big, Lisp will need to take extra time to allocate more memory so that the table can hold more items. These extra allocations will lead to occasional slow insertions into the table as it grows.



There is one final reason why hash tables are not always the best solution: They are simply not as Lispy as traditional Lisp structures built from cons cells. This means they can be harder to debug than cons cells, since they cannot be read and printed as naturally in the Lisp REPL. Therefore, a good rule of thumb is to stay away from arrays and hash tables as you conceive a new piece of code. Then, if performance ends up becoming an issue, and only then, judiciously modify the critical sections of your code to take advantage of arrays and hash tables to resolve any performance problems.

A Faster Grand Theft Wumpus Using Hash Tables



Let’s look at a practical example of what hash tables can do for your code. There is a glaring inefficiency in our latest game, Grand Theft Wumpus, that we can now correct with hash tables.
Recall from the previous chapter that Grand Theft Wumpus uses lists of nodes and edges to represent the graph of the city. This means that in order to find connections to a given node, we must do a linear search through a list. This isn’t a big deal in Grand Theft Wumpus, because Congestion City doesn’t have a lot of intersections. But what if our city had a thousand nodes with a thousand edges? Let’s time the get-connected function and see what kind of numbers we get:
> (setf *edge-num* 1000)
1000
> (setf *node-num* 1000)
1000
> (time (dotimes (i 100) (get-connected 1 (make-edge-list))))
Real time: 57.699303 sec.
Run time: 57.687607 sec.
Space: 39566832 Bytes
GC: 43, GC time: 0.120005 sec.
The time command is a Lisp utility that outputs all kinds of useful timing information about a chunk of code, and the dotimes function lets us run our code 100 times, building 100 cities. Using these commands, it took about a minute to run this code on my computer. Given how many gazillion instructions a CPU can crunch in a minute, this is absolutely horrifyingly bad performance.
To fix this problem, we’ll replace our edge list for this code with a hash table so that the get-connected function will be able to find connections to a node in constant time. We’ll also replace our visited list with a visited table, so the function can quickly tell whether a node has already been visited.
Here is the code that makes this happen, consisting of hashed versions of our previous functions:
[image: ] (defun hash-edges (edge-list)
[image: ]   (let ((tab (make-hash-table)))
[image: ]     (mapc (lambda (x)
              (let ((node (car x)))
[image: ]               (push (cdr x) (gethash node tab))))
            edge-list)
[image: ]     tab))
First, we need hash-edges, a function that converts our edge list into a hash table [image: ]. At the beginning of the function, we create a new hash table and name it tab [image: ]. Then, we iterate through the table with mapc [image: ]. Remember that mapc is just like mapcar, except that you use it in places where you care only about the side effects and don’t care about generating a final list as a result.
For every node, we want the table to contain a list of nodes connected to it. Therefore, as we iterate through the list, we push a new neighbor onto the current list of neighbors for the current starting node [image: ]. We can use the push command on hash table values just as for regular Lisp variable values. This, again, makes use of the general variables system built into Common Lisp, which we’ll discuss in Handling Data in a Generic Way in Handling Data in a Generic Way.
You may be wondering why we don’t need to deal with the case where there is no value yet for a node in the table. How can we push something into a value in the table if no value exists? Well, it turns out that because the gethash function returns NIL when a key is not found in the table, this code will simply push the new neighbor onto an empty list and stick a new record into the table where none was found before. In this way, the push command magically does the “right thing,” no matter whether the node is new or old.
Finally, once our table is populated, we return it as a result [image: ]. It contains the same data as the original edge list. The difference is that we can now find the neighbors of any node in Congestion City at blazing speeds.
[image: ]  (defun get-connected-hash (node edge-tab)
[image: ]   (let ((visited (make-hash-table)))
      (labels ((traverse (node)
[image: ]                (unless (gethash node visited)
[image: ]                  (setf (gethash node visited) t)
[image: ]                  (mapc (lambda (edge)
                           (traverse edge))
                         (gethash node edge-tab)))))
        (traverse node))
[image: ]     visited))
Now we’re ready to write get-connected-hash, which retrieves all the nodes connected to a starting node in Congestion City [image: ]. It is identical in behavior to get-connected, but is optimized through hash tables.
The first thing this function does is create a hash table of visited nodes [image: ]. Then we travel through the nodes of Congestion City, beginning with the starting node. Every time we visit a new node, we ask ourselves if we’ve visited it before. We can now answer this question very efficiently by looking up the current node in the visited table [image: ]. If the answer is no, we’ll need to mark this node as visited [image: ] and check all of its neighbors by mapcing through them—checking our edge table [image: ]. Finally, we return our visited table, which in the end will hold all nodes that are connected to the starting node [image: ].
Now we can rerun our test with this new logic:
> (time (dotimes (i 100)
                 (get-connected-hash 1 (hash-edges (make-edge-list)))))
Real time: 1.221269 sec.
Run time: 1.224076 sec.
Space: 33096264 Bytes
GC: 36, GC time: 0.10801 sec. :
As you can see, instead of taking a minute to calculate the connections in the graph, it now takes only one second to do the same thing! This is why you must know how to use hash tables.


Common Lisp Structures



A structure is an advanced datatype available in Common Lisp. Structures and their properties can be a useful way to represent data in your code.
Working with Structures



Structures can be used to represent objects with properties, as you might find in a typical object-oriented programming (OOP) language using the defstruct command, like so:
> (defstruct person
             name
             age
             waist-size
             favorite-color)
PERSON
According to the definition in this structure, a person has four properties (also called slots by Lispers): name, age, waist-size, and favorite-color.
Having defined this structure, we can create instances of a person using the make-person command, a special function that defstruct has automatically created for us:
> (defparameter *bob* (make-person :name "Bob"
                                   :age 35
                                   :waist-size 32
                                   :favorite-color "blue"))
*BOB*
Now when we enter *bob* into the REPL, we see our new person marked as a structure with the #S prefix. We also see that the structure is of type person, and the values of each of its properties (name, age, waist size, and favorite-color):
> *bob*
#S(PERSON :NAME "Bob" :AGE 35 :WAIST-SIZE 32 :FAVORITE-COLOR "blue")
We can determine Bob’s age by calling another automatically created function, person-age:
> (person-age *bob*)
35
We can also use setf with these commands to change Bob’s age. (Happy birthday, Bob!)
> (setf (person-age *bob*) 36)
36
The Lisp reader can also create a person directly from the printed representation of the person, another great example of the print/read symmetry in Lisp:
[image: ] > (defparameter *that-guy* #S(person :name
 "Bob" :age 35 :waist-size 32 :favorite-color "blue"))
[image: ] > (person-age *that-guy*)
  35
Here, we’re creating a new variable called *that-guy*, and we set its value using only the printed representation of the person [image: ]. This variable now has a real person structure in it, just as if we had used the make-person function [image: ].
As you can see, defstruct is quite a powerful command that can be used to build special functions that make it easy to create instances of a new object and access its properties.

When to Use Structures



These days, many mainstream programmers believe that object orientation is a necessity when developing large and robust applications. Many Lispers, on the other hand, believe that it’s possible to build high-quality software without taking a purely OOP approach.
Beginning with Chapter 14, we’ll examine some of these alternate approaches, including higher-order functional programming and domain-specific language programming. The design of the Lisp language makes it much easier to take advantage of these alternate approaches than is possible with other, more object-oriented languages.
Regardless, even if you’re not writing purely OOP-style software, structures and their properties can still prove to be a useful way to represent data in your code. For instance, instead of creating a person class with defstruct, we could do the same thing with a standard list and our own make-person function. After all, why bother with structures if we can just roll our own person using lists, like so:
> (defun make-person (name age waist-size favorite-color)
        (list name age waist-size favorite-color))
  MAKE-PERSON
  > (defun person-age (person)
        (cadr person))
  PERSON-AGE
  > (defparameter *bob* (make-person "bob" 35 32 "blue"))
  *BOB*
  > *bob*
[image: ] ("bob" 35 32 "blue")
  > (person-age *bob*)
  35
Although this approach will work, it has several downsides. First, in order to check a person’s age or other properties, we would need to write a lot of error-prone functions that pull properties out of the list from the correct locations. Also, the printed version of our ad hoc object [image: ] is very hard to understand. How do we know BOB is a person? Is Bob’s age 35 or 32? Regular lists just don’t lend themselves well to encoding objects with multiple properties.
Another problem with using lists to represent an object in the real world is that the properties of an object (like a person object) may change over time. Lists in Lisp work best when you are dealing with information that never changes once the list is created. When Bob turns 36, however, we need to change his age property.
Having part of a data structure change over time is called a mutation by computer scientists. It’s easy to change the value of a specific property (mutate the property) in a structure created with defstruct, so these structures are very suitable for handling data that needs to be mutable. Therefore, it makes sense to store a person (or any other object that changes over time) in a structure. We will be discussing the issue of mutation in greater detail in Chapter 14.
Note
The defstruct facility is not the only tool that can be used to create objects in Common Lisp. For example, in the epilogue of the book, you’ll see that Common Lisp’s Common Lisp Object System (CLOS) allows you to build very sophisticated object-based systems. If you care to code with a strongly object-oriented mindset, you will probably find all the OOP language functionality you need in Common Lisp. Indeed, CLOS has many advanced object-oriented features that you won’t find in many other places. Because of this, CLOS has often been used as a research tool for studying OOP ideas.



Handling Data in a Generic Way



Common Lisp has many different datatypes available for writing elegant and efficient programs. But without some care, having so many datatypes can lead to ugly and repetitive code.
For example, suppose we want to add several groups of numbers, which are stored as both lists and arrays. Since lists and arrays behave differently, will we need to write two different addition functions—one for lists and the other for arrays? It would be great if we could write a single chunk of code to handle both cases without caring about how the numbers are stored.
Common Lisp has all the features we need to write such generic code, including generic library functions, type predicates, defmethod, and generic accessors. We can use these features to write code that works with many types of data—including built-in as well as custom types that we might create with defstruct—without superfluous repetition in our code.
Working with Sequences



The easiest way to write code that works with any type of argument is to hand the type-checking work to someone else. The Common Lisp libraries are packed with functions that can generically handle data of varying types in their arguments, the most commonly used of which are the sequence functions. The sequence functions work generically across the three main ways of sequencing objects in Lisp: lists, arrays, and strings.
You’ve already seen one of these sequence functions without even realizing it: the length function. You can use the length function to check for the length of all three sequence types:
> (length '(a b c))
3
> (length "blub")
4
> (length (make-array 5))
5
Without the generic length function, you would need to use three separate functions to determine the length of strings, arrays, and lists.
Note
Common Lisp has a specific function for checking the length of lists, called list-length. Because generic functions tend to require extra type-checking to determine the correct behavior, they can be slower to execute. The list-length function is useful for performance-sensitive code, but most Lispers prefer using the generic length function in regular code.

Sequence Functions for Searching



Some sequence functions let you search sequences:
	find-if finds the first value that satisfies a predicate.

	count finds out how often a certain object appears in sequence.

	position tells you where an item is located.

	some and every tell you if some or every value in a sequence obeys a specific predicate.



Here are some examples:
[image: ] > (find-if #'numberp '(a b 5 d))
  5
[image: ] > (count #\s "mississippi")
  4
[image: ] > (position #\4 "2kewl4skewl")
  5
[image: ] > (some #'numberp '(a b 5 d))
  T
[image: ] > (every #'numberp '(a b 5 d))
  NIL
In these examples, we use find-if to find the first number in a sequence, which is the number 5 [image: ]. We use count to find out how many times the character s appears in "mississippi" [image: ]. We use position to find at what position the character 4 appears. In this case, it is in the fifth position, starting the count from zero [image: ]. We use some to see if any items in a sequence are numbers. Indeed, there is a number [image: ]. Finally, we use every to see if every item in the list is a number, which is not the case [image: ].

Sequence Functions for Iterating Across a Sequence



One particularly useful generic sequence function is reduce. The reduce function allows you to iterate through a sequence and distill it down into a single result. Here, we use reduce to add together items in a list:
> (reduce #'+ '(3 4 6 5 2))
20
The sum of those numbers turns out to be 20. Here is a diagram that shows exactly what is happening in this example:
[image: image with no caption]

On the right side, shown in gray, is our list. On the left side, you can see the pairs of numbers that are fed into the plus (+) function and the intermediate results that are calculated. This shows that the plus function always receives a single intermediate result as well as the next number in the list as its arguments. The only exception to this is in the very first call to the plus function. Since no intermediate result exists when we start, the first time we call the plus function, we promote the number 3, which is at the start of the list, into our intermediate result column. Therefore, the first time the plus function is called, it actually receives two items straight off the top of the list.
Let’s look at a slightly more complicated example, this time using our own reduction function. We’re going to find the largest even number in the list:
[image: ] > (reduce (lambda (best item)
[image: ]             (if (and (evenp item) (> item best))
[image: ]                 item
[image: ]               best))
            '(7 4 6 5 2)
[image: ]           :initial-value 0)
  6
Our reduction function, which we pass to reduce to distill down our answer from the list, has two arguments [image: ]. The first argument is the best value we’ve found so far—in other words, the largest even number we’ve found so far. The second argument is the next number from the list.
Our reduce function needs to return as a result the new best number. Therefore, if the latest number is better than the previous best [image: ], we return it [image: ]. Otherwise, we return the previous best [image: ].
Remember that the first number in the list we’re reducing will be used as a starting value. If this is a problem, we can instead pass an explicit initial value to the reduce function by passing in a keyword parameter named :initial-value [image: ].
Specifying an initial value for the reduce function is often necessary, or a bug can sneak into your code. In our example, it could allow an odd number at the front of the list to erroneously be deemed the best large even number. Let’s see what happens if we leave out the initial value.
> (reduce (lambda (best item)
            (if (and (evenp item) (> item best))
                item
              best))
          '(7 4 6 5 2))
7
Yes, things go horribly, horribly wrong, as a result of not specifying an initial reduce value.
Another great benefit of the reduce function is that it is generic, as is true for all these sequence functions. This means that it can reduce lists, arrays, or strings in exactly the same way, and you can use reduce to write functions that are oblivious to the difference between these different sequence types.
Earlier, I mentioned that it would be convenient to be able to write a single function that could sum together numbers in lists or arrays equally well. Now we can write such a function:
> (defun sum (lst)
     (reduce #'+ lst))
SUM
> (sum '(1 2 3))
6
> (sum (make-array 5 :initial-contents '(1 2 3 4 5)))
15
> (sum "blablabla")
Error: The value #\b is not of type NUMBER.
[image: image with no caption]

sum is blissfully unaware of the difference between arrays and lists; it works on both. However, since addition doesn’t make any sense for characters, the sum function returns an error when used on a string.
Another function that is useful for iterating across a sequence is the map function. This function is identical in behavior to mapcar. However, unlike mapcar, the map function works on all sequence types, not just lists. You specify the type of sequence to return from the mapping by passing an extra argument to the map function.
Here is an example of map:
[image: ] > (map 'list
         (lambda (x)
[image: ]            (if (eq x #\s)
                 #\S
                 x))
         "this is a string")
[image: ] (#\t #\h #\i #\S #\  #\i #\S #\  #\a #\  #\S #\t #\r #\i #\n #\g)
In this example, we’re turning every s character in a string to its uppercase version. The mapping function we pass into map simply checks if the current character is an s and returns the uppercase S if it is [image: ].
The result of this calculation is a list of characters [image: ]. This is because we told the map function that we wanted a list as a result [image: ]. Had we asked for a string instead, a string would have been our result.

Two More Important Sequence Functions



The subseq function lets you pull a subsequence out of a larger sequence by specifying starting and ending points:
> (subseq "america" 2 6)
"eric"
As you can see, the word america contains the name eric, starting from the second character and ending at the sixth character.
The sort function lets you pass it an arbitrary function to use for the sorting. In this case, we’re just using the less-than (<) function:
> (sort '(5 8 2 4 9 3 6) #'<)
(2 3 4 5 6 8 9)
There are many more sequence functions than we’ve discussed so far, but the examples in this chapter will get you off to a good start.
Note
For a comprehensive list of sequence functions, and indeed all Common Lisp functions, visit the Common Lisp Hyperspec at http://www.snipurl.com/rz3h0—an exhaustive, but daunting, description of all Common Lisp has to offer.



Creating Your Own Generic Functions with Type Predicates



Common Lisp, like virtually all other Lisps, is a dynamically typed language. This means that parameters or variables in your code can hold any type of data—symbols, strings, numbers, functions, or whatever else you want to place in them. In fact, the same parameter or variable can even hold different types of data at different times in a running program.
Therefore, it makes sense to have a bunch of functions that tell you whether a variable has a certain type of data in it. For instance, you can check whether you have a number with numberp:
> (numberp 5)
T
The type predicates you will probably use most frequently are arrayp, characterp, consp, functionp, hash-table-p, listp, stringp, and symbolp.
You can use type predicates to write functions that handle different types of data generically. Suppose we wanted to write a function that lets us add both numbers or lists. Here’s one way we could write such a function:
> (defun add (a b)
     (cond ((and (numberp a) (numberp b)) (+ a b))
           ((and (listp a) (listp b)) (append a b))))
ADD
> (add 3 4)
7
> (add '(a b) '(c d))
(A B C D)
In this add function, we use predicates to see if the arguments passed in are numbers or lists, and then we act appropriately. If we aren’t given two numbers or two lists, it simply returns nil.
Although you can write functions supporting multiple types of data using type predicates, most Lispers wouldn’t write an add function this way, for the following reasons:
	A single, monolithic function for all types:
	This is fine for just two types, but if we wanted to handle a dozen or more types, our function would quickly turn into a giant monstrosity.

	Modifications required to accommodate new cases:
	We would need to change the add function whenever we want to support a new type, increasing the chance that we would break existing code. Ideally, we would like to handle each new situation by itself without touching already working code.

	Hard to understand:
	It is hard to see exactly what the main cond statement is doing and if the types are all being routed to the right place.

	Performance:
	The resulting function might be slow. For instance, a Lisp interpreter/compiler might be able to create faster code for appending two lists if it knew for sure that both items were lists when the appending happens. However, in our first attempt at the add function, the type of the two arguments is never really completely obvious. Our compiler would need a bit of smarts to be able to tell from the condition (and (listp a) (listp b)) that both variables are guaranteed to be lists. Life would be easier for the compiler if we explicitly stated the types of arguments for each type situation.



Because it is so useful to be able to have a single function that does different things when given certain datatypes, the Common Lisp command defmethod lets us define multiple versions of a function that each supports different types. When that function is called, Lisp checks the argument types at the time of the call and chooses the correct version of the function automatically. The proper term for having a compiler/interpreter choose among different versions of a function based on argument types is type dispatching.
Here’s how we would write our add function using defmethod:
> (defmethod add ((a number) (b number))
     (+ a b))
ADD
> (defmethod add ((a list) (b list))
     (append a b))
ADD
> (add 3 4)
7
> (add '(a b) '(c d))
(A B C D)
As you can see, this version of the add function handles every type of situation with a separate function, and new cases can be added without modifying existing code. Overall, the code is much easier to understand. Also, the compiler can see the type of the parameters and may be able to write faster code using this knowledge.
The defmethod function is like defun, except that it allows us to write multiple functions with the same name. When using defmethod, we can explicitly state the type of each parameter in the function’s argument list so that Lisp can use these type declarations to figure out the correct version of add for each situation.
If you’re familiar with the world of OOP, the word method probably has a special meaning to you. Since this new command is called defmethod, does it have anything to do with OOP? In short, yes. This command can be used not only with Common Lisp’s built-in types, but also with structures you’ve created with defstruct. The combination of defstruct and defmethod basically constitutes a simple object system.
Now we’ll use this object system to write a game!


The Orc Battle Game



In the Orc Battle game, you’re a knight surrounded by 12 monsters, engaged in a fight to the death. With your superior wits and your repertoire of sword-fighting maneuvers, you must carefully strategize in your battle with orcs, hydras, and other nasty enemies. One wrong move and you may be unable to kill them all before being worn down by their superior numbers. Using defmethod and defstruct, let’s dispatch some whoop ass on these vermin!
[image: image with no caption]

Global Variables for the Player and Monsters



We’ll want to track three player stats: health, agility, and strength. When a player’s health reaches zero, that player will die. Agility will control how many attacks a player can perform in a single round of battle, and strength will control the ferocity of the attacks. As the game progresses, each of these will change and affect gameplay and strategy in subtle ways.
(defparameter *player-health* nil)
(defparameter *player-agility* nil)
(defparameter *player-strength* nil)
We’ll store our monsters in an array called *monsters*. This array will be heterogeneous, meaning it can contain different types of monsters, be they orcs, hydras, or anything else. We’ll create our monster types with defstruct. Of course, we still need to figure out how to handle each type in the list in a meaningful way—that’s where we’ll use Lisp’s generic features.
We’ll also define a list of functions for building monsters that we’ll store in the variable *monster-builders*. As we write the code for each type of monster, we’ll create a function that builds a monster of each type. We’ll then push each of these monster builders onto this list. Having all the builder functions in this list will make it easy for us to create random monsters at will for our game.
Finally, we’ll create the variable *monster-num* to control how many opponents our knight must fight. Change this variable to increase (or decrease) the difficulty level of Orc Battle.
(defparameter *monsters* nil)
(defparameter *monster-builders* nil)
(defparameter *monster-num* 12)

Main Game Functions



Now we’re ready to write our first real code for the game, starting with the big picture functions that drive the rest of the system.
First, we’ll define a function called orc-battle. This function will initialize the monsters and start the game loop and, once the battle ends, it will determine the victor and print the appropriate ending message for the game. As you can see, orc-battle calls plenty of helper functions to do the actual work:
(defun orc-battle ()
[image: ]   (init-monsters)
    (init-player)
[image: ]   (game-loop)
[image: ]   (when (player-dead)
      (princ "You have been killed. Game Over."))
[image: ]   (when (monsters-dead)
      (princ "Congratulations! You have vanquished all of your foes.")))
At the top, we call the initialization functions for the monsters and the player [image: ]. Then we start the main game loop [image: ]. The game loop will keep running until either the player or the monsters are dead. We’ll print a game-ending message depending on whether the player [image: ] or monsters [image: ] died.
Next, we’ll create the function game-loop to handle the game loop. This function handles a round of the battle, and then calls itself recursively for the following round:
(defun game-loop ()
    (unless (or (player-dead) (monsters-dead))
[image: ]     (show-player)
[image: ]     (dotimes (k (1+ (truncate (/ (max 0 *player-agility*) 15))))
        (unless (monsters-dead)
          (show-monsters)
          (player-attack)))
      (fresh-line)
[image: ]     (map 'list
           (lambda (m)
[image: ]             (or (monster-dead m) (monster-attack m)))
           *monsters*)
[image: ]     (game-loop)))
The game-loop function handles the repeated cycles of monster and player attacks. As long as both parties in the fight are still alive, the function will first show some information about the player in the REPL [image: ].
Next, we allow the player to attack the monsters. The game-loop function uses the player’s agility to modulate how many attacks can be launched in a single round of battle, using some fudge factors to transform the agility to a small, appropriate number [image: ]. When the game begins, the player will have three attacks per round. Later stages of battle could cause this number to drop to a single attack per round.
The calculated agility factor for our player attack loop [image: ] is passed into the dotimes command, which takes a variable name and a number n, and runs a chunk of code n times:
> (dotimes (i 3)
      (fresh-line)
      (princ i)
      (princ ". Hatchoo!"))
0. Hatchoo!
1. Hatchoo!
2. Hatchoo!
The dotimes function is one of Common Lisp’s looping commands (looping is covered in more detail in Chapter 10).
After the player has attacked, we allow the monsters to attack. We do this by iterating through our list of monsters with the map function [image: ]. Every type of monster has a special monster-attack command, which we’ll call as long as the monster is still alive [image: ].
Finally, the game-loop function calls itself recursively, so that the battle can continue until one side or the other has been vanquished [image: ].

Player Management Functions



The functions we need for managing the player’s attributes (health, agility, and strength) are very simple. Following are the functions we need to initialize players, to see if they’ve died, and to output their attributes:
(defun init-player ()
    (setf *player-health* 30)
    (setf *player-agility* 30)
    (setf *player-strength* 30))

(defun player-dead ()
    (<= *player-health* 0))

(defun show-player ()
    (fresh-line)
    (princ "You are a valiant knight with a health of ")
    (princ *player-health*)
    (princ ", an agility of ")
    (princ *player-agility*)
    (princ ", and a strength of ")
    (princ *player-strength*))
The player-attack function lets us manage a player’s attack:
(defun player-attack ()
    (fresh-line)
[image: ]   (princ "Attack style: [s]tab [d]ouble swing [r]oundhouse:")
[image: ]   (case (read)
[image: ]    (s (monster-hit (pick-monster)
[image: ]                      (+ 2 (randval (ash *player-strength* −1)))))
[image: ]    (d (let ((x (randval (truncate (/ *player-strength* 6)))))
             (princ "Your double swing has a strength of ")
             (princ x)
             (fresh-line)
[image: ]            (monster-hit (pick-monster) x)
             (unless (monsters-dead)
[image: ]              (monster-hit (pick-monster) x))))
[image: ]    (otherwise (dotimes (x (1+ (randval (truncate (/ *player-strength* 3)))))
                  (unless (monsters-dead)
[image: ]                   (monster-hit (random-monster) 1))))))
First, this function prints out some different types of attacks from which the player can choose [image: ]. As you can see, the player is offered three possible attacks: a stab, a double swing, and a roundhouse swing. We read in the player’s selection, and then handle each type of attack in a case statement [image: ].
The stab attack is the most ferocious attack and can be delivered against a single foe. Since a stab is performed against a single enemy, we will first call the pick-monster function to let the player choose whom to attack [image: ]. The attack strength is calculated from the *player-strength*, using a random factor and some other little tweaks to generate a nice, but never too powerful, attack strength [image: ]. Once the player has chosen a monster to attack and the attack strength has been calculated, we call the monster-hit function to apply the attack [image: ].
Unlike the stab attack, the double swing is weaker, but allows two enemies to be attacked at once. An additional benefit of the attack is that the knight can tell, as the swing begins, how strong it will be—information that can then be used to choose the best enemies to attack midswing. This extra feature of the double swing adds strategic depth to the game. Otherwise, the double-swing code [image: ] is similar to the stab code, printing a message and allowing the player to choose whom to attack. In this case, however, two monsters can be chosen [image: ][image: ].
The final attack, the roundhouse swing, is a wild, chaotic attack that does not discriminate among the enemies. We run through a dotimes loop based on the player’s strength [image: ] and then attack random foes multiple times. However, each attack is very weak, with a strength of only 1 [image: ].
These attacks must be used correctly, at the right stages of a battle, in order to achieve victory. To add some randomness to the attacks in the player-attack function, we used the randval helper function to generate random numbers. It is defined as follows:
(defun randval (n)
  (1+ (random (max 1 n))))
The randval function returns a random number from one to n, while making sure that no matter how small n is, at least the number 1 will be returned. Using randval instead of just the random function for generating random numbers gives a reality check to the randomness of the game, since 0 doesn’t make sense for some of the values we use in our calculations. For instance, even the weakest player or monster should always have an attack strength of at least 1.
The random function used by randval is the canonical random value function in Lisp. It can be used in several different ways, though most frequently it is used by passing in an integer n and receiving a random integer from 0 to n−1:
> (dotimes (i 10)
     (princ (random 5))
     (princ " "))
1 2 2 4 0 4 2 4 2 3

Helper Functions for Player Attacks



Our player-attack function needs two helper functions to do its job. First, it needs a random-monster function that picks a monster to target for the chaotic roundhouse attack, while ensuring that the chosen monster isn’t already dead:
(defun random-monster ()
[image: ]   (let ((m (aref *monsters* (random (length *monsters*)))))
      (if (monster-dead m)
[image: ]         (random-monster)
[image: ]         m)))
The random-monster function first picks a random monster out of the array of monsters and stores it in the variable m [image: ]. Since we want to pick a living monster to attack, we recursively try the function again if we inadvertently picked a dead monster [image: ]. Otherwise, we return the chosen monster [image: ].
The player-attack function also needs a function that allows the player to pick a monster to target for the nonrandom attacks. This is the job of the pick-monster function:
(defun pick-monster ()
    (fresh-line)
[image: ]   (princ "Monster #:")
[image: ]   (let ((x (read)))
[image: ]     (if (not (and (integerp x) (>= x 1) (<= x *monster-num*)))
          (progn (princ "That is not a valid monster number.")
                 (pick-monster))
[image: ]         (let ((m (aref *monsters* (1- x))))
[image: ]           (if (monster-dead m)
                (progn (princ "That monster is already dead.")
                       (pick-monster))
[image: ]               m)))))
In order to let the player pick a monster to attack, we first need to display a prompt [image: ] and read in the player’s choice [image: ]. Then we need to make sure the player chose an integer that isn’t too big or too small [image: ]. If this has happened, we print a message and call pick-monster again to let the player choose again. Otherwise, we can safely place the chosen monster in the variable m [image: ].
Another error the player could make is to attack a monster that is already dead. We check for this possibility next and, once again, allow the player to make another selection [image: ]. Otherwise, the player has successfully made a choice, and we return the selected monster as a result [image: ].
Now let’s work on our monsters.

Monster Management Functions



We’ll use the init-monsters function to initialize all the bad guys stored in the *monsters* array. This function will randomly pick functions out of the *monster-builders* list and call them with funcall to build the monsters:
(defun init-monsters ()
    (setf *monsters*
[image: ]         (map 'vector
               (lambda (x)
[image: ]                (funcall (nth (random (length *monster-builders*))
                          *monster-builders*)))
[image: ]              (make-array *monster-num*))))
First, the init-monsters function builds an empty array to hold the monsters [image: ]. Then it maps across this array to fill it up [image: ]. In the lambda function, you can see how random monsters are created by funcalling random functions in our list of monster builders [image: ].
Next, we need some simple functions for checking if the monsters are dead. Notice how we use the every command on the *monsters* array to see if the function monster-dead is true for every monster. This will tell us whether the entire monster population is dead.
(defun monster-dead (m)
  (<= (monster-health m) 0))

(defun monsters-dead ()
  (every #'monster-dead *monsters*))
We’ll use the show-monsters function to display a listing of all the monsters. This function will, in turn, defer part of the work to another function, so it doesn’t actually need to know a lot about the different monster types:
(defun show-monsters ()
    (fresh-line)
    (princ "Your foes:")
[image: ]   (let ((x 0))
[image: ]     (map 'list
           (lambda (m)
               (fresh-line)
               (princ "   ")
[image: ]              (princ (incf x))
               (princ ". ")
               (if (monster-dead m)
[image: ]                  (princ "**dead**")
                   (progn (princ "(Health=")
[image: ]                         (princ (monster-health m))
                          (princ ") ")
[image: ]                         (monster-show m))))
           *monsters*)))
Since our player will need to choose monsters with a number, we will maintain a count as we loop through monsters in our list, in the variable x [image: ]. Then we map through our monster list, calling a lambda function on each monster, which will print out some pretty text for each monster [image: ]. We use our x variable to print out the number for each monster in our numbered list [image: ]. As we do this, we use the incf function, which will increment x as we work through the list.
For dead monsters, we won’t print much about them, just a message showing that they are dead [image: ]. For living monsters, we call generic monster functions, calculating the health [image: ] and generating the monster description [image: ] in a specialized way for each different type of foe.

The Monsters



So far, we haven’t seen any functions that really give life to the monsters. Let’s fix that.
First, we’ll describe a generic monster.
The Generic Monster



As you would expect, orcs, hydras, and other bad guys all have one thing in common: a health meter that determines how many hits they can take before they die. We can capture this behavior in a monster structure:
(defstruct monster (health (randval 10)))
This use of the defstruct function takes advantage of a special feature: When we declare each slot in the structure (in this case, health) we can put parentheses around the name and add a default value for that slot. But more important, we can declare a form that will be evaluated when a new monster is created. Since this form calls randval, every monster will start the battle with a different, random, health.
Let’s try creating some monsters:
> (make-monster)
#S(MONSTER :HEALTH 7)
> (make-monster)
#S(MONSTER :HEALTH 2)
> (make-monster)
#S(MONSTER :HEALTH 5)
We also need a function that takes away a monster’s health when it’s attacked. We’ll have this function output a message explaining what happened, including a message to be displayed when the monster dies. However, instead of creating this function with defun, we’ll use the generic defmethod, which will let us display special messages when the knight beats on particular monsters:
(defmethod monster-hit (m x)
[image: ]   (decf (monster-health m) x)
    (if (monster-dead m)
        (progn (princ "You killed the ")
[image: ]              (princ (type-of m))
               (princ "! "))
        (progn (princ "You hit the ")
[image: ]              (princ (type-of m))
               (princ ", knocking off ")
               (princ x)
               (princ " health points! "))))
The decf function [image: ] is a variant of setf that lets us subtract an amount from a variable. The type-of function lets monster-hit pretend it knows the type of the monster that was hit [image: ][image: ]. This function can be used to find the type of any Lisp value:
> (type-of 'foo)
SYMBOL
> (type-of 5)
INTEGER
> (type-of "foo")
ARRAY
> (type-of (make-monster))
MONSTER
Currently, the type of a monster will always be monster, but soon we’ll have this value change for each monster type.
We can also use two more generic methods to create monsters: monster-show and monster-attack.
The monster-attack function doesn’t actually do anything. This is because all our monster attacks will be so unique that there’s no point in defining a generic attack. This function is simply a placeholder.
(defmethod monster-show (m)
  (princ "A fierce ")
  (princ (type-of m)))

(defmethod monster-attack (m))
Now that we have some generic monster code, we can finally create some actual bad guys!

The Wicked Orc



The orc is a simple foe. He can deliver a strong attack with his club, but otherwise he is pretty harmless. Every orc has a club with a unique attack level. Orcs are best ignored, unless there are orcs with an unusually powerful club attack that you want to cull from the herd at the beginning of a battle.
To create the orc, we define an orc datatype with defstruct. Here, we will use another advanced feature of defstruct to declare that the orc includes all the fields of monster.
By including the fields from our monster type in our orc type, the orc will be able to inherit the fields that apply to all monsters, such as the health field. This is similar to what you can accomplish in popular languages such as C++ or Java by defining a generic class and then creating other, more specialized, classes that inherit from this generic class.
Once the structure is declared, we push the make-orc function (automatically generated by the defstruct) onto our list of *monster-builders*:
(defstruct (orc (:include monster)) (club-level (randval 8)))
(push #'make-orc *monster-builders*)
Note
Notice how powerful this approach is. We can create as many new monster types as we want, yet we’ll never need to change our basic Orc Battle code. This is possible only in languages like Lisp, which are dynamically typed and support functions as first-class values. In statically typed programming languages, the main Orc Battle code would need some hardwired way of calling the constructor for each new type of monster. With first-class functions, we don’t need to worry about this.

[image: image with no caption]

Now let’s specialize our monster-show and monster-attack functions for orcs. Notice these are defined in the same way as the earlier versions of these functions, except that we explicitly declare that these functions are orc-specific in the argument lists:
(defmethod monster-show ((m orc))
    (princ "A wicked orc with a level ")
[image: ]   (princ (orc-club-level m))
    (princ " club"))

  (defmethod monster-attack ((m orc))
[image: ]   (let ((x (randval (orc-club-level m))))
         (princ "An orc swings his club at you and knocks off ")
         (princ x)
         (princ " of your health points. ")
         (decf *player-health* x)))
The one unique thing about our orc type is that each orc has an orc-club-level field. These orc-specific versions of monster-show and monster-attack take this field into account. In the monster-show function, we display this club level [image: ], so that the player can gauge the danger posed by each orc.
In the monster-attack function, we use the level of the club to decide how badly the player is hit by the club [image: ].

The Malicious Hydra



[image: image with no caption]

The hydra is a very nasty enemy. It will attack you with its many heads, which you’ll need to chop off to defeat it. The hydra’s special power is that it can grow a new head during each round of battle, which means you want to defeat it as early as possible.
(defstruct (hydra (:include monster)))
  (push #'make-hydra *monster-builders*)

  (defmethod monster-show ((m hydra))
    (princ "A malicious hydra with ")
[image: ]   (princ (monster-health m))
    (princ " heads."))

  (defmethod monster-hit ((m hydra) x)
[image: ]   (decf (monster-health m) x)
    (if (monster-dead m)
        (princ "The corpse of the fully decapitated and decapacitated
 hydra falls to the floor!")
[image: ]       (progn (princ "You lop off ")
               (princ x)
               (princ " of the hydra's heads! "))))

  (defmethod monster-attack ((m hydra))
    (let ((x (randval (ash (monster-health m) −1))))
      (princ "A hydra attacks you with ")
      (princ x)
      (princ " of its heads! It also grows back one more head! ")
[image: ]     (incf (monster-health m))
      (decf *player-health* x)))
The code for handling the hydra is similar to the code for handling the orc. The main difference is that a hydra’s health also acts as a stand-in for the number of hydra heads. In other words, a hydra with three health points will have three heads, as well. Therefore, when we write our hydra-specific monster-show function, we use the monster’s health to print a pretty message about the number of heads on the hydra [image: ].
Another difference between the orc and the hydra is that an orc doesn’t do anything particularly interesting when it is hit by the player. Because of this, we didn’t need to write a custom monster-hit function for the orc; the orc simply used the generic monster-hit function we created for a generic monster.
A hydra, on the other hand, does something interesting when it is hit: It loses heads! We therefore create a hydra-specific monster-hit function, where heads are removed with every blow, which amounts to lowering the hydra’s health [image: ]. Also, we can now print a dramatic message about how the knight lopped off said heads [image: ].
The hydra’s monster-attack function is again similar to that for the orc. The one interesting difference is that we increment the health with every attack, so that the hydra grows a new head every turn [image: ].

The Slimy Slime Mold



The slime mold is a unique monster. When it attacks you, it will wrap itself around your legs and immobilize you, letting the other bad guys finish you off. It can also squirt goo in your face. You must think quickly in battle to decide if it’s better to finish the slime off early in order to maintain your agility, or ignore it to focus on more vicious foes first. (Remember that by lowering your agility, the slime mold will decrease the number of attacks you can deliver in later rounds of battle.)
[image: image with no caption]

(defstruct (slime-mold (:include monster)) (sliminess (randval 5)))
  (push #'make-slime-mold *monster-builders*)

  (defmethod monster-show ((m slime-mold))
    (princ "A slime mold with a sliminess of ")
    (princ (slime-mold-sliminess m)))

  (defmethod monster-attack ((m slime-mold))
[image: ]   (let ((x (randval (slime-mold-sliminess m))))
         (princ "A slime mold wraps around your legs and decreases your agility by ")
         (princ x)
         (princ "! ")
[image: ]        (decf *player-agility* x)
[image: ]        (when (zerop (random 2))
           (princ "It also squirts in your face, taking away a health point! ")
[image: ]          (decf *player-health*))))
The monster-attack function for the slime mold must do some special things, which allow it to immobilize the player. First, it uses the slime mold’s sliminess (which is generated when each slime mold is built) to generate a random attack against the player, stored in the variable x [image: ]. Unlike most other attacks in the game, this slime mold attack affects the agility of players, rather than their health [image: ].
However, it would be pointless if the slime mold couldn’t attack the player’s health at least a little, or the battle could end awkwardly, with the player and slime mold frozen in place for all time. Therefore, the slime mold also has a superwimpy squirt attack that happens during half of all attacks [image: ], but subtracts only a single health point from the player [image: ].

The Cunning Brigand



The brigand is the smartest of all your foes. He can use his whip or slingshot and will try to neutralize your best assets. His attacks are not powerful, but they are a consistent two points for every round.
(defstruct (brigand (:include monster)))
  (push #'make-brigand *monster-builders*)

  (defmethod monster-attack ((m brigand))
[image: ]   (let ((x (max *player-health* *player-agility* *player-strength*)))
[image: ]     (cond ((= x *player-health*)
             (princ "A brigand hits you with his slingshot,
 taking off 2 health points! ")
             (decf *player-health* 2))
[image: ]           ((= x *player-agility*)
             (princ "A brigand catches your leg with his whip,
 taking off 2 agility points! ")
             (decf *player-agility* 2))
[image: ]           ((= x *player-strength*)
             (princ "A brigand cuts your arm with his whip,
 taking off 2 strength points! ")
             (decf *player-strength* 2)))))
[image: image with no caption]

The first thing the wily brigand does when performing an attack is to look at the player’s health, agility, and strength, and choose the max of those three as the focus of his attack [image: ]. If several of the attributes are equally large, the brigand will choose health over agility and agility over strength as the focus of attack. If health is the largest value, the player is hit with a slingshot [image: ]. If agility is the largest, the brigand will whip the player’s leg [image: ]. If strength is the largest, the brigand will whip the player’s arm [image: ].
We have now completely defined all of our monsters for our game!


To Battle!



To start the game, call orc-battle from the REPL:
> (orc-battle)
You are a valiant knight with a health of 30, an agility of 30, and a strength of 30
Your foes:
   1. (Health=10) A wicked orc with a level 5 club
   2. (Health=3) A malicious hydra with 3 heads.
   3. (Health=9) A fierce BRIGAND
   4. (Health=3) A malicious hydra with 3 heads.
   5. (Health=3) A wicked orc with a level 2 club
   6. (Health=7) A malicious hydra with 7 heads.
   7. (Health=6) A slime mold with a sliminess of 2
   8. (Health=5) A wicked orc with a level 2 club
   9. (Health=9) A fierce BRIGAND
   10. (Health=2) A wicked orc with a level 6 club
   11. (Health=7) A wicked orc with a level 4 club
   12. (Health=8) A slime mold with a sliminess of 2
That hydra with seven heads looks pretty gnarly—let’s finish it off first with a stab:
Attack style: [s]tab [d]ouble swing [r]oundhouse:s
Monster #:6
The corpse of the fully decapitated and decapacitated hydra falls to the floor!
Your foes:
   1. (Health=10) A wicked orc with a level 5 club
   2. (Health=3) A malicious hydra with 3 heads.
   3. (Health=9) A fierce BRIGAND
   4. (Health=3) A malicious hydra with 3 heads.
   5. (Health=3) A wicked orc with a level 2 club
   6. **dead**
   7. (Health=6) A slime mold with a sliminess of 2
   8. (Health=5) A wicked orc with a level 2 club
   9. (Health=9) A fierce BRIGAND
   10. (Health=2) A wicked orc with a level 6 club
   11. (Health=7) A wicked orc with a level 4 club
   12. (Health=8) A slime mold with a sliminess of 2
No other bad guy really stands out, so we’ll try a roundhouse to bring down some of those health numbers overall:
Attack style: [s]tab [d]ouble swing [r]oundhouse:r
You hit the SLIME-MOLD,
 knocking off 1 health points! You hit the SLIME-MOLD, knocking off 1 health points!
 You hit the ORC, knocking off 1 health points! You lop off 1 of the hydra's heads!
 You lop off 1 of the hydra's heads! You lop off 1 of the hydra's heads! You hit the
 ORC, knocking off 1 health points! The corpse of the fully decapitated and decapaci
tated hydra falls to the floor! You hit the ORC, knocking off 1 health points! You hit
 the ORC, knocking off 1 health points! You hit the ORC, knocking off 1 health points!
Your foes:
   1. (Health=9) A wicked orc with a level 5 club
   2. (Health=2) A malicious hydra with 2 heads.
   3. (Health=9) A fierce BRIGAND
   4. **dead**
   5. (Health=2) A wicked orc with a level 2 club
   6. **dead**
   7. (Health=4) A slime mold with a sliminess of 2
   8. (Health=3) A wicked orc with a level 2 club
   9. (Health=9) A fierce BRIGAND
   10. (Health=2) A wicked orc with a level 6 club
   11. (Health=6) A wicked orc with a level 4 club
   12. (Health=8) A slime mold with a sliminess of 2
Great! That even killed one of the weaker enemies. Now, with full agility, we have three attacks per round. This means we should use our last attack to strategically take out some of the more powerful bad guys. Let’s use the double swing:
Attack style: [s]tab [d]ouble swing [r]oundhouse:d
Your double swing has a strength of 3
Monster #:8
You killed the ORC!
Monster #:10
You killed the ORC!
An orc swings his club at you and knocks off 5 of your health points. A hydra
 attacks you with 1 of its heads! It also grows back one more head! A
brigand catches your leg with his whip, taking off 2 agility points! An orc
 swings his club at you and knocks off 1 of your health points. A slime mold wraps
 around your legs and decreases your agility by 2! It also squirts in your face,
 taking away a health point! A brigand cuts your arm with his whip, taking off 2
 strength points! An orc swings his club at you and knocks off 1 of your health
 points. A slime mold wraps around your legs and decreases your agility by 1!
You are a valiant knight with a health of 21, an agility of 25, and a strength of 28
Your foes:
   1. (Health=9) A wicked orc with a level 5 club
   2. (Health=3) A malicious hydra with 3 heads.
   3. (Health=9) A fierce BRIGAND
   4. **dead**
   5. (Health=2) A wicked orc with a level 2 club
   6. **dead**
   7. (Health=4) A slime mold with a sliminess of 2
   8. **dead**
   9. (Health=9) A fierce BRIGAND
   10. **dead**
   11. (Health=6) A wicked orc with a level 4 club
   12. (Health=8) A slime mold with a sliminess of 2
They got us pretty good, but we still have plenty of fight left. This battle isn’t over yet!
As you can see, careful strategy is needed if you want to survive Orc Battle. I hope you enjoy this new game!


What You've Learned



In this chapter, we discussed the more advanced data structures in Common Lisp. We then used this to create a monster-fighting game. Along the way, you learned the following:
	Arrays are similar to lists, but allow you to access an item at a specific offset more efficiently.

	Hash tables are similar to alists, but let you look up the value associated with a key more efficiently.

	Using arrays and hash tables in the appropriate places will usually make your code much faster.

	The only true way to tell if changing a data structure or algorithm makes your program faster is to time your code with the time command.

	Common Lisp has generic functions that can be used against multiple datatypes. The most useful of these are sequence functions that can transparently handle lists, arrays, and strings.

	You can create objects with properties in list using the defstruct command.




Part III. Lisp is Hacking




[image: image with no caption]

[image: image with no caption]

loop and format: The Seedy Underbelly of Lisp



Previously, we looked at the core of the Common Lisp language and admired its succinctness and elegance. However, there are also some darker, seedier parts of Lisp built around this core that have a certain charm of their own. They may lack the beauty of the Lisp core, but they easily make up for it with their power. These parts of the language are a real delight for any budding Lisp hacker.
The extensions we’ll cover in this section, loop and format, place a strong emphasis on power over mathematical elegance. This has led to occasional controversy among Lisp programmers, some of whom question whether the power provided by these commands is worth the trade-off in elegance. These programmers believe that loop and format should be avoided when writing any serious code.
But there is one great reason to learn and use these commands: They embody the flexibility and extensibility of Lisp. Since Lisp is (arguably) the most flexible programming language available, hackers have been extending it with thousands of their own hacks for decades. loop and format, which are among the most successful of these extensions, had to be really spectacular to survive in the Darwinian battlefield.
[image: image with no caption]




Chapter 10. Looping with the loop Command



The loop and format commands are powerful and hacker-friendly. Though most of the functionality they offer is available elsewhere in the Lisp language, these highly specialized commands are worth learning if you like terse code. We’ll look at loop in this chapter. The next chapter covers format.
The loop Macro



Any type of looping you would ever want to do inside a computer program can be accomplished with the loop macro. Here’s a simple example:
> (loop for i
        below 5
        sum i)
10
This code adds together the natural numbers below 5, like this:
	0 + 1 + 2 + 3 + 4 = 10

You can see that this loop command doesn’t work in the way a proper Lisp command should. First of all, it’s parenthetically challenged. Never before have we had seven tokens in a row without parentheses!
[image: image with no caption]

What makes it even less Lispy is that some of these extra tokens (for, below, and sum) appear to have special meanings. Recall from Chapter 3 that the first token in a form (the one immediately after the opening parenthesis) is typically what decides the basic behavior of the code, while the rest of the form contains parameters. Within the loop macro, several of these “magic tokens” fundamentally affect the loop’s behavior. Here’s what they mean:
	for allows you to declare a variable (in this case, named i) that iterates through a range of values. By default, it will count through the integers starting at zero.

	below tells the for construct to halt when it reaches the specified value (in this case, 5), excluding the value itself.

	sum adds together all values of a given expression (in this case, the expression is just i) and makes the loop return that number.



Some loop Tricks



The loop macro has a veritable cornucopia of special tokens that make just about any kind of behavior possible. Let’s look at some of the possibilities.
Counting from a Starting Point to an Ending Point



By using from and to clauses, you can make the for construct count through any specific range of integers:
> (loop for i
        from 5
        to 10
      sum i)
45

Iterating Through Values in a List



In the following example, we iterate through values in a list using the in token:
> (loop for i
        in '(100 20 3)
      sum i)
123

Doing Stuff in a Loop



The do token takes an arbitrary expression and executes it inside the loop:
> (loop for i
        below 5
      do (print i))
0
1
2
3
4

Doing Stuff Under Certain Conditions



The when token lets you run the following part of the loop only as needed:
> (loop for i
        below 10
      when (oddp i)
      sum i)
25
Notice that only the sum of the odd numbers is returned.

Breaking out of a Loop Early



The following loop uses several new tricks:
[image: image with no caption]

> (loop for i
        from 0
      do (print i)
      when (= i 5)
      return 'falafel)
0
1
2
3
4
5

FALAFEL
Notice that there’s nothing in the for part of the loop that tells it to stop counting numbers—it goes from zero off to infinity. However, once we reach 5, the when clause triggers the loop to immediately return the value 'falafel.

Collecting a List of Values



[image: image with no caption]

The collect clause lets you return more than one item from the loop, in the form of a list. This command is useful when you need to modify each item in a list, as in the following example:
> (loop for i
     in '(2 3 4 5 6)
     collect (* i i))
(4 9 16 25 36)

Using Multiple for Clauses



[image: image with no caption]

It’s possible for a loop macro to have more than one for clause. Consider the following example:
(loop for x below 10
      for y below 10
      collect (+ x y))
How many numbers do you think will be returned as a result? There are two possibilities: Either it increments x and y at the same time and returns a list of 10 items, or it iterates x and y in a nested fashion and returns 100 numbers. The answer is the former:
> (loop for x below 10
        for y below 10
        collect (+ x y))
(0 2 4 6 8 10 12 14 16 18)
As you can see, both numbers incremented at the same time between 0 and 9.
If there are multiple for clauses in a Common Lisp loop, each one will be checked, and the loop will stop when any one of the clauses runs out of values. This means that for clauses do not loop independently across multiple looping variables, so if you loop on two ranges of 10 values each, it will still just loop 10 times.
However, sometimes you want to generate the Cartesian product between multiple ranges. In other words, you want a loop to run once for every possible combination of two or more ranges. To accomplish this, you need to use nested loops for x and y:
> (loop for x below 10
        collect (loop for y below 10
                      collect (+ x y)))
((0 1 2 3 4 5 6 7 8 9) (1 2 3 4 5 6 7 8 9 10) (2 3 4 5 6 7 8 9 10 11)
 (3 4 5 6 7 8 9 10 11 12) (4 5 6 7 8 9 10 11 12 13) (5 6 7 8 9 10 11 12 13 14)
 (6 7 8 9 10 11 12 13 14 15) (7 8 9 10 11 12 13 14 15 16)
 (8 9 10 11 12 13 14 15 16 17) (9 10 11 12 13 14 15 16 17 18))
In this case, we’ve created 10 lists of 10 items each, looping for a total of 100 items.
Also, notice that using a for variable starting at zero, such as the i variable in the following example, provides a clean way to track the index number of items in a list:
> (loop for i
        from 0
        for day
        in '(monday tuesday wednesday thursday friday saturday sunday)
        collect (cons i day))
((0 . MONDAY) (1 . TUESDAY) (2 . WEDNESDAY)
 (3 . THURSDAY) (4 . FRIDAY) (5 . SATURDAY) (6 . SUNDAY))
You might think we’ve covered every conceivable variation of looping at this point. If so, you are gravely mistaken. Behold! The Periodic Table of the Loop Macro!
[image: image with no caption]

[image: image with no caption]



Everything You Ever Wanted to Know About loop



The individual examples we’ve discussed so far give only the briefest hint of the full capabilities of loop. But fear not! You now have the world’s first and only Periodic Table of the Loop Macro. Just tape it to your monitor, glue it to your wallet, or laser-etch it directly into your retina, and you’ll be guaranteed to reach loop proficiency in no time!
Almost every legal command that can be used in a loop macro is covered by the periodic table. It shows how to manipulate hash tables and arrays, and perform special looping operations. Each square in the periodic table contains an example. If you run the example, you should be able to figure out the behavior of the given command.



Using loop to Evolve!



[image: image with no caption]

Let’s create another game, making full use of loop. But this won’t be a game that we play. Instead, it will be a game world that evolves as we watch it! We’re going to create an environment of steppes and jungles, filled with animals running around, foraging, eating, and reproducing. And after a few million units of time, we’ll see that they’ve evolved into different species!
Note
This example is adapted from A.K. Dewdney’s article “Simulated evolution: wherein bugs learn to hunt bacteria,” in the “Computer Recreations” column of Scientific American (May 1989: 138-141).

[image: image with no caption]

Our game world is extremely simple. It consists of a simple rectangular plane, with edges that wrap around to the opposite side. (Mathematically speaking, it has a toroidal topology.) Most of this world is covered in steppes, meaning that very few plants grow for the animals to eat. In the center of the world is a small jungle, where plants grow much faster. Our animals, who are herbivores, will forage this world in search for food.
Let’s create some variables describing the extent of our world:
(defparameter *width* 100)
(defparameter *height* 30)
(defparameter *jungle* '(45 10 10 10))
(defparameter *plant-energy* 80)
We’re giving the world a width of 100 units and a height of 30 units. Using these dimensions should make it easy to display the world in our Lisp REPL. The *jungle* list defines the rectangle in the world map that contains the jungle. The first two numbers in the list are the x- and y-coordinates of the jungle’s top-left corner, and the last two numbers are its width and height. Finally, we give the amount of energy contained in each plant, which is set to 80. This means that if an animal finds a plant, it will gain 80 days’ worth of food by eating it.
Note
If your terminal window isn’t large enough to display the entire world, change the values of the *width* and *height* variables. Set the *width* variable to the width of your terminal window minus two, and the *height* variable to the height of your terminal window minus one.

Growing Plants in Our World



As you might imagine, simulating evolution on a computer is a slow process. In order to see the creatures evolve, we need to simulate large stretches of time, which means we’ll want our code for this project to be very efficient. As animals wander around our world, they will need to be able to check if there is a plant at a given x,y location. The most efficient way to enable this is to store all of our plants in a hash table, indexed based on each plant’s x- and y-coordinates.
(defparameter *plants* (make-hash-table :test #'equal))
By default, a Common Lisp hash table uses eq when testing for the equality of keys. For this hash table, however, we’re defining :test to use equal instead of eq, which will let us use cons pairs of x- and y-coordinates as keys. If you remember our rule of thumb for checking equality, cons pairs should be compared using equal. If we didn’t make this change, every check for a key would fail, since two different cons cells, even with the same contents, test as being different when using eq.
Plants will grow randomly across the world, though a higher concentration of plants will grow in the jungle area than in the steppes. Let’s write some functions to grow new plants:
(defun random-plant (left top width height)
[image: ]    (let ((pos (cons (+ left (random width)) (+ top (random height)))))
[image: ]         (setf (gethash pos *plants*) t)))

  (defun add-plants ()
[image: ]    (apply #'random-plant *jungle*)
[image: ]    (random-plant 0 0 *width* *height*))
The random-plant function creates a new plant within a specified region of the world. It uses the random function to construct a random location and stores it in the local variable pos [image: ]. Then it uses setf to indicate the existence of the plant within the hash table [image: ]. The only item actually stored in the hash table is t. For this *plants* table, the keys of the table (the x,y position of each plant) are actually more than the values stored in the table.
It may seem a bit weird to go through the trouble of creating a hash table to do nothing more than store t in every slot. However, Common Lisp does not, by default, have a data structure designed for holding mathematical sets. In our game, we want to keep track of the set of all world positions that have a plant in them. It turns out that hash tables are a perfectly acceptable way of expressing this. You simply use each set item as a key and store t as the value. Indeed, doing this is a bit of a hack, but it is a reasonably simple and efficient hack. (Other Lisp dialects, such as Clojure, have a set data structure built right into them, making this hack unnecessary.)
Every day our simulation runs, the add-plants function will create two new plants: one in the jungle [image: ] and one in the rest of the map [image: ]. Because the jungle is so small, it will have dense vegetation compared to the rest of the world.

Creating Animals



[image: image with no caption]

The plants in our world are very simple, but the animals are a bit more complicated. Because of this, we’ll need to define a structure that stores the properties of each animal in our game:
(defstruct animal x y energy dir genes)
Let’s take a look at each of these fields in detail.
Anatomy of an Animal



[image: image with no caption]

We need to track several properties for each animal. First, we need to know its x- and y-coordinates. This indicates where the animal is located on the world map.
Next, we need to know how much energy an animal has. This is a Darwinian game of survival, so if an animal can’t forage enough food, it will starve and die. The energy field tracks how many days of energy an animal has remaining. It is crucial that an animal find more food before its energy supply is exhausted.
We also need to track which direction the animal is facing. This is important because an animal will walk to a neighboring square in the world map each day. The dir field will specify the direction of the animal’s next x,y position as a number from 0 to 7:
[image: image with no caption]

For example, an orientation of 0 would cause the animal to move up and to the left by the next day.
Finally, we need to track the animal’s genes. Each animal has exactly eight genes, consisting of positive integers. These integers represent eight “slots,” which encircle the animal as follows:
[image: image with no caption]

Every day, an animal will decide whether to continue facing the same direction as the day before or to turn and face a new direction. It will do this by consulting these eight slots and randomly choosing a new direction. The chance of a gene being chosen will be proportional to the number stored in the gene slot.
For example, an animal might have the following genes:
(1 1 10 1 1 1 1 1)
Let’s represent these genes as a table, showing each slot number and how large of a value is stored in it:
[image: image with no caption]

In this example, an animal has a large number (10) stored in slot 2. Looking at our picture of the eight slots around the animal, you can see that slot 2 points to the right. Therefore, this animal will make a lot of right-hand turns and run in a circle. Of course, since the other slots still contain values larger than zero, the animal will occasionally move in another direction.
Let’s create an *animals* variable, populated with a single starting animal. You can think of this animal as “Adam” (or “Eve”, depending on what gender you prefer for our asexual animals).
(defparameter *animals*
    (list (make-animal :x      (ash *width*  −1)
                       :y      (ash *height* −1)
                       :energy 1000
                       :dir    0
                       :genes  (loop repeat 8
                                     collecting (1+ (random 10))))))
We make the animal’s starting point the center of the world by setting the x and y positions to half of the map’s width and height, respectively. We set its initial energy to 1000, since it hasn’t evolved much yet and we want it to have a fighting chance at survival. It starts off facing the upper left, with its dir field set to 0. For its genes, we just use random numbers.
Note that unlike the *plants* structure, which was a hash table, the *animals* structure is just a plain list (currently containing only a single member). This is because, for the core of our simulation, we never need to search our list of animals. Instead, we’ll just be traversing *animals* once every simulated day, to let our critters do their daily activities. Lists already support efficient linear traversals, so using another, more complex data structure (such as a table) would have no significant effect on the performance of our simulation.

Handling Animal Motion



[image: image with no caption]

The move function accepts an animal as an argument and moves it, orthogonally or diagonally, based on the direction grid we have described:
(defun move (animal)
    (let ((dir (animal-dir animal))
[image: ]         (x (animal-x animal))
[image: ]         (y (animal-y animal)))
[image: ]     (setf (animal-x animal) (mod (+ x
[image: ]                                     (cond ((and (>= dir 2) (< dir 5)) 1)
[image: ]                                           ((or (= dir 1) (= dir 5)) 0)
[image: ]                                           (t −1))
                                      *width*)
                                   *width*))
[image: ]     (setf (animal-y animal) (mod (+ y
                                      (cond ((and (>= dir 0) (< dir 3)) −1)
                                            ((and (>= dir 4) (< dir 7)) 1)
                                            (t 0))
                                      *height*)
                                   *height*))
      (decf (animal-energy animal))))
The move function modifies the x and y fields, using the animal-x and animal-y accessors. As we’ve discussed, these are automatically generated through the defstruct macro, based on the field names. At the top of this function, we use the accessors to retrieve the x- and y-coordinates for the animal [image: ][image: ]. Then we use the same accessors to set the same values, with the aid of setf [image: ][image: ].
To calculate the new x-coordinate, we use a cond command to first check if the direction is 2, 3, or 4 [image: ]. These are the directions the animal may face that point east in the world, so we want to add one to the x-coordinate. If the direction instead is 1 or 5, it means the animal is facing directly north or south [image: ]. In those cases, the x-coordinate shouldn’t be changed. In all other cases, the animal is facing west and we need to subtract one [image: ]. The y-coordinate is adjusted in an analogous way [image: ].
Since the world needs to wrap around at the edges, we do some extra math using the mod (remainder) function to calculate the modulus of the coordinates and enable wrapping across the map [image: ][image: ]. If an animal would have ended up with an x-coordinate of *width*, the mod function puts it back to zero, and it does the same for the y-coordinate and *height*. So, for example, if our function makes the animal move east until x equals 100, this will mean that (mod 100 *width*) equals zero, and the animal will have wrapped around back to the far west side of the game world.
The final thing the move function needs to do is decrease the amount of energy the animal possesses by one. Motion, after all, requires energy.

Handling Animal Turning



Next, we’ll write the turn function. This function will use the animal’s genes to decide if and how much it will turn on a given day.
(defun turn (animal)
[image: ]   (let ((x (random (apply #'+ (animal-genes animal)))))
[image: ]     (labels ((angle (genes x)
                 (let ((xnu (- x (car genes))))
[image: ]                  (if (< xnu 0)
                       0
                       (1+ (angle (cdr genes) xnu))))))
          (setf (animal-dir animal)
[image: ]               (mod (+ (animal-dir animal) (angle (animal-genes animal) x))
  8)))))
This function needs to make sure that the amount the animal turns is proportional to the gene number in the given slot. It does this by first summing the amount of all genes, and then picking a random number within that sum [image: ]. After that, it uses a recursive function named angle [image: ], which traverses the genes and finds the gene that corresponds to the chosen number, based on the respective contributions of each gene to the sum. It subtracts the running count in the argument x from the number stored at the current gene [image: ]. If the running count has hit or exceeded zero, the function has reached the chosen number and stops recursing [image: ]. Finally, it adds the amount of turning to the current direction and, if needed, wraps the number around back to zero, once again by using mod [image: ].

Handling Animal Eating



[image: image with no caption]

Eating is a simple process. We just need to check if there’s a plant at the animal’s current location, and if there is, consume it:
(defun eat (animal)
  (let ((pos (cons (animal-x animal) (animal-y animal))))
    (when (gethash pos *plants*)
      (incf (animal-energy animal) *plant-energy*)
      (remhash pos *plants*))))
The animal’s energy is increased by the amount of energy that was being stored by the plant. We then remove the plant from the world using the remhash function.

Handling Animal Reproduction



[image: image with no caption]

Reproduction is usually the most interesting part in any animal simulation. We’ll keep things simple by having our animals reproduce asexually, but it should still be interesting, because errors will creep into their genes as they get copied, causing mutations.
(defparameter *reproduction-energy* 200)

  (defun reproduce (animal)
    (let ((e (animal-energy animal)))
[image: ]     (when (>= e *reproduction-energy*)
[image: ]       (setf (animal-energy animal) (ash e −1))
[image: ]       (let ((animal-nu (copy-structure animal))
[image: ]             (genes     (copy-list (animal-genes animal)))
              (mutation  (random 8)))
          (setf (nth mutation genes) (max 1 (+ (nth mutation genes) (random 3) −1)))
          (setf (animal-genes animal-nu) genes)
          (push animal-nu *animals*)))))
It takes a healthy parent to produce healthy offspring, so our animals will reproduce only if they have at least 200 days’ worth of energy [image: ]. We use the global constant *reproduction-energy* to decide what this cutoff number should be. If the animal decides to reproduce, it will lose half its energy to its child [image: ].
To create the new animal, we simply copy the structure of the parent with the copy-structure function [image: ]. We need to be careful though, since copy-structure performs only a shallow copy of a structure. This means that if there are any fields in the structure that contain values that are more complicated than just numbers or symbols, the values in those fields will be shared with the parent. An animal’s genes, which are stored in a list, represent the only such complex value in our animal structures. If we aren’t careful, mutations in the genes of an animal would simultaneously affect all its parents and children. In order to avoid this, we need to create an explicit copy of our gene list using the copy-list function [image: ].
Here is an example that shows what horrible things could happen if we just relied on the shallow copy from the copy-structure function:
> (defparameter *parent* (make-animal :x 0
                                        :y 0
                                        :energy 0
                                        :dir 0
[image: ]                                       :genes '(1 1 1 1 1 1 1 1)))
  *PARENT*
[image: ] > (defparameter *child* (copy-structure *parent*))
  *CHILD*
[image: ] > (setf (nth 2 (animal-genes *parent*)) 10)
  10
[image: ] > *parent*
  #S(ANIMAL :X 0 :Y 0 :ENERGY 0 :DIR 0 :GENES (1 1 10 1 1 1 1 1))
[image: ] > *child*
  #S(ANIMAL :X 0 :Y 0 :ENERGY 0 :DIR 0 :GENES (1 1 10 1 1 1 1 1))
Here, we’ve created a parent animal with all its genes set to 1 [image: ]. Next, we use copy-structure to create a child [image: ]. Then we set the third (second counting from zero) gene equal to 10 [image: ]. Our parent now looks correct [image: ]. Unfortunately, since we neglected to use copy-list to create a separate list of genes for the child, the child genes were also changed [image: ] when the parent mutated. Any time you have data structures that go beyond simple atomic symbols or numbers, you need to be very careful when using setf so that these kinds of bugs don’t creep into your code. In future chapters (especially Chapter 14), you’ll learn how to avoid these issues by not using functions that mutate data directly, in the manner that setf does.
To mutate an animal in our reproduce function, we randomly pick one of its eight genes and place it in the mutation variable. Then we use setf to twiddle that value a bit, again using a random number. We did this twiddling on the following line:
(setf (nth mutation genes) (max 1 (+ (nth mutation genes) (random 3) −1)))
In this line, we’re slightly changing a random slot in the gene list. The number of the slot is stored in the local variable mutation. We add a random number less than three to the value in this slot, and then subtract one from the total. This means the gene value will change plus or minus one, or stay the same. Since we don’t want a gene value to be smaller than one, we use the max function to make sure it is at least one.
We then use push to insert this new critter into our global *animal* list, which adds it to the simulation.


Simulating a Day in Our World



Now that we have functions that handle every detail of an animal’s routine, let’s write one that simulates a day in our world.
(defun update-world ()
[image: ]   (setf *animals* (remove-if (lambda (animal)
                                   (<= (animal-energy animal) 0))
                               *animals*))
[image: ]   (mapc (lambda (animal)
            (turn animal)
            (move animal)
            (eat animal)
            (reproduce animal))
          *animals*)
[image: ]   (add-plants))
First, this function removes all dead animals from the world [image: ]. (An animal is dead if its energy is less than or equal to zero.) Next, it maps across the list, handling each of the animal’s possible daily activities: turning, moving, eating, and reproducing [image: ]. Since all these functions have side effects (they modify the individual animal structures directly, using setf), we use the mapc function, which does not waste time generating a result list from the mapping process.
Finally, we call the add-plants function [image: ], which adds two new plants to the world every day (one in the jungle and one in the steppe). Since there are always new plants growing on the landscape, our simulated world should eventually reach an equilibrium, allowing a reasonably large population of animals to survive throughout the spans of time we simulate.

Drawing Our World



A simulated world isn’t any fun unless we can actually see our critters running around, searching for food, reproducing, and dying. The draw-world function handles this by using the *animals* and *plants* data structures to draw a snapshot of the current world to the REPL.
(defun draw-world ()
[image: ]   (loop for y
          below *height*
          do (progn (fresh-line)
                    (princ "|")
[image: ]                   (loop for x
                          below *width*
[image: ]                         do (princ (cond ((some (lambda (animal)
                                                   (and (= (animal-x animal) x)
                                                        (= (animal-y animal) y)))
                                                 *animals*)
[image: ]                                         #\M)
[image: ]                                        ((gethash (cons x y) *plants*) #\*)
[image: ]                                         (t #\space))))
[image: ]                    (princ "|"))))
First, the function uses a loop to iterate through each of the world’s rows [image: ]. Every row starts with a new line (created with fresh-line) followed by a vertical bar, which shows us where the left edge of the world is. Next, we iterate across the columns of the current row [image: ], checking for an animal at every location. We perform this check using the some function [image: ], which lets us determine if at least one item in a list obeys a certain condition. In this case, the condition we’re checking is whether there’s an animal at the current x- and y-coordinates. If so, we draw the letter M at that spot [image: ]. (The capital letter M looks a little like an animal, if you use your imagination.)
Otherwise, we check for a plant, which we’ll indicate with an asterisk (*) character [image: ]. And if there isn’t a plant or an animal, we draw a space character [image: ]. Lastly, we draw another vertical bar to cap off the end of each line [image: ].
Notice that in this function, we need to search through our entire *animals* list, which will cause a performance penalty. However, draw-world is not a core routine in our simulation. As you’ll see shortly, the user interface for our game will allow us to run thousands of days of the simulation at a time, without drawing the world to the screen until the end. Since there’s no need to draw the screen on every single day when we do this, the performance of draw-world has no impact on the overall performance of the simulation.

Creating a User Interface



Finally, we’ll create a user interface function for our simulation, called evolution.
(defun evolution ()
[image: ]   (draw-world)
    (fresh-line)
[image: ]   (let ((str (read-line)))
[image: ]     (cond ((equal str "quit") ())
[image: ]           (t (let ((x (parse-integer str :junk-allowed t)))
                 (if x
[image: ]                    (loop for i
                        below x
                        do (update-world)
                        if (zerop (mod i 1000))
                        do (princ #\.))
                     (update-world))
[image: ]                (evolution))))))
First, this function draws the world in the REPL [image: ]. Then it waits for the user to enter a command at the REPL using read-line [image: ]. If the user enters quit, the simulation ends [image: ]. Otherwise, it will attempt to parse the user’s command using parse-integer [image: ]. We set :junk-allowed to true for parse-integer, which lets the interface accept a string even if it isn’t a valid integer.
If the user enters a valid integer n, the program will run the simulation for n simulated days, using a loop [image: ]. It will also print a dot to the screen for every 1000 days, so the user can see that the computer hasn’t frozen while running the simulation.
If the input isn’t a valid integer, we run update-world to simulate one more day. Since read-line allows for an empty value, the user can just tap the enter key and watch the animals move around their world.
Finally, the evolution function recursively calls itself to redraw the world and await more user input [image: ]. Our simulation is now complete.

Let's Watch Some Evolution!



To start the simulation, execute evolution as follows:
> (evolution)
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Our world is currently empty, except for the Adam/Eve animal in the center. Hit enter a few times to cycle through a few days:
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Our under-evolved animal is stumbling around randomly, and a few plants are starting to grow.
Next, enter 100 to see what the world looks like after 100 days:
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                                 |
|                                        *     M             M *
                                    |
|                                           M M  M
              *                  |
|                       *                        M M             *    *
                              |
|                        *                       M M  MM                *
    *                      |
|                                            M* *
                              *              |
|                                                 M  M    M
          *                         |
|                          *                  M       MM
                                           |
|          *                  *     *      M  M   *      M
   M  *                     *   *          |
|     *                           *    *       M MM   *  M
       *                *               |
|                                            M M   M*  *
         *              *           |
|                        *      *        M    M  M
                                           |
|                   *                                 *    M
                  *              *  *   |
|
   M                               *       |
|         *                           * M               M
                                            |
|   *                 *               *             M     M
                                         |
| *    *                                  *     M M    M
   M                                        |
|               *                         *      M    M
           * *          *                  |
|                                            *
                                   *       |
|                        *             *
          *                            |
|                            *
                       *              |
|        *      *                                 M
                                        *     |
|                        *
                                     *       |
| *                   *                          M              *
           * * *                   |
Our animal has already multiplied quite a bit, although this has less to do with the amount of food it has eaten than with the large amount of “starter energy” we gave it.
Now let’s go all out and run the simulation for five million days! Since we’re using CLISP, this will be kind of slow, and you may want to start it up in the evening and let it run overnight. With a higher-performance Lisp, such as SBCL, it could take only a couple of minutes.
5000000
|                                                                *
      M              M        |
|         *            *          *
                          M               |
|      M
                       *              |
|           M                                       *
       *       M        M                |
|                *                            M            *
        *                             |
|                                                           **
                                  *   |
|                                                M
                                          |
|           M        *                                M              M
       *                       |
|              *                       *     M   M M     M
              M                     M      |
|                                                M
                        M                  |
| M*                                    *     M  M  MMM    M
                                   M     |
|    *              *                     MMM  *           M             M
                       M  |
|  *            M    *               M      M *MM*     MMM M
                           *            |
|                                              M  MMMMMM M M
      M                        *         |
|               M                          MMMM MMM  M *          M
                              M   |
|         M                              *          M MMM
     *                               *   |
|                                             M M M  M M M
     M                           *    |
|      M                                M M  MMM               M
      M       M                 |
|                      M                  M  M    MM
   M             *          *      |
|                                     *     MMM M
 MM M                                        M   |
|                        M                            MM     *
            M                          |
|                                             MMM  M  M   M
                                         |
|           *               M                           M
                                         |
|               M            M          M        *M                *
       M   M                     |
|      M        M
      MM            M                |
|  M                             *                 M   *    M
    M                                 |
|               MM      M      M      M
     M                        |
|                   M       M         M
                                         |
|        M           *    M                    *            *
                *                  |
|        M     M                                     M
                                          |
Our world doesn’t look much different after five million days than it did after a hundred days. Of course, there are more animals, both traveling across the steppes and enjoying the lush vegetation of the jungle.
But appearances are deceptive. These animals are distinctly different from their early ancestors. If you observe them closely (by tapping enter), you’ll see that some of the creatures move in straight lines and others just jitter around in a small area, never taking more than a single step in any direction. (As an exercise, you could tweak the code to use different letters for each animal, in order to make their motion even easier to observe.) You can see this contrast even more clearly by typing quit to exit the simulation, then checking the contents of the *animals* variable at the REPL:
>*animals*
#S(ANIMAL :X 6 :Y 24 :ENERGY 65 :DIR 3 :GENES (67 35 13 14 1 3 11 74))
 #S(ANIMAL :X 72 :Y 11 :ENERGY 78 :DIR 6 :GENES (68 36 13 12 2 4 11 72))
 #S(ANIMAL :X 16 :Y 26 :ENERGY 78 :DIR 0 :GENES (71 36 9 16 1 6 5 77))
 #S(ANIMAL :X 50 :Y 25 :ENERGY 76 :DIR 4 :GENES (2 2 7 5 21 208 33 9))
 #S(ANIMAL :X 53 :Y 13 :ENERGY 34 :DIR 4 :GENES (1 2 8 5 21 208 33 8))
 #S(ANIMAL :X 58 :Y 10 :ENERGY 66 :DIR 6 :GENES (5 2 7 2 22 206 29 3))
 #S(ANIMAL :X 74 :Y 3 :ENERGY 77 :DIR 0 :GENES (68 35 11 12 1 3 11 74))
 #S(ANIMAL :X 47 :Y 19 :ENERGY 47 :DIR 2 :GENES (5 1 8 4 21 207 30 3))
 #S(ANIMAL :X 27 :Y 22 :ENERGY 121 :DIR 1 :GENES (69 36 11 12 1 2 11 74))
 #S(ANIMAL :X 96 :Y 14 :ENERGY 78 :DIR 5 :GENES (71 37 9 17 2 5 5 77))
 #S(ANIMAL :X 44 :Y 19 :ENERGY 28 :DIR 1 :GENES (1 3 7 5 22 208 34 8))
 #S(ANIMAL :X 55 :Y 22 :ENERGY 18 :DIR 7 :GENES (1 3 8 5 22 208 34 7))
 #S(ANIMAL :X 52 :Y 10 :ENERGY 63 :DIR 0 :GENES (1 2 7 5 23 208 34 7))
 #S(ANIMAL :X 49 :Y 14 :ENERGY 104 :DIR 4 :GENES (4 1 9 2 22 203 28 1))
 #S(ANIMAL :X 39 :Y 23 :ENERGY 62 :DIR 7 :GENES (70 37 9 15 2 6 5 77))
 #S(ANIMAL :X 97 :Y 11 :ENERGY 48 :DIR 0 :GENES (69 36 13 12 2 5 12 72))
 ...
If you look closely at all the animals in the list, you’ll notice that they have two distinct types of genomes. One group of animals has a high number toward the front of the list, which causes them to move mostly in a straight line. The other group has a large number toward the back of the list, which causes them to jitter about within a small area. There are no animals with a genome between those two extremes. Have we evolved two different species?
If you were to create a function that measured how far these evolved animals travel in a fixed amount of time, the histogram of the distance would appear as follows:
[image: image with no caption]

This is a clear bimodal distribution, showing that the behavior of these animals appears to fall into two populations. Think about the environment these animals live in, and try to reason why this bimodal distribution would evolve. We will discuss the solution to this conundrum next.

Explaining the Evolution



The solution to the evolution puzzle is pretty straightforward. There are two possible survival strategies an animal can adopt in this imaginary world:
	Focus on the rich food supply in the jungle. Any animal adopting this strategy needs to be conservative in its motion. It can’t stray too far over time, or it might fall out of the jungle. Of course, these types of animals do need to evolve at least a bit of jittery motion, or they will never find any food at all. Let’s call these conservative, jittery, jungle-dwelling animals the elephant species.

	Forage the sparse vegetation of the steppes. Here, the most critical trait for survival is to cover large distances. Such an animal needs to be open-minded, and must constantly migrate to new areas of the map to find food. (It can’t travel in too straight a line however, or it may end up competing for resources with its own offspring.) This strategy requires a bit of naïve optimism, and can at times lead to doom. Let’s call these liberally minded, risk-taking animals the donkey species.



[image: image with no caption]

Expanding the simulation to evolve the three branches of government is left as an exercise to the reader.


What You've Learned



In this chapter, we discussed the loop command in detail. Along the way, you learned the following:
	The loop command is a one-stop looping shop—it can do anything you need a loop to do.

	To count through numbers in a loop, use the for phrase.

	To count through items in a list within a loop, use the for in phrase.

	You can collect items inside a list and return them as a list with the collect phrase.

	Use the Periodic Table of the Loop Macro to find other useful phrases supported by loop.




Chapter 11. Printing Text with the format Function



Even in this modern era of programming, it’s extremely important to be able to manipulate text, and Common Lisp has some of the fanciest text-printing functions available. Whether you need to manipulate XML, HTML, Linux configuration files, or any other data in a textual format, Lisp will make your work easy.
The most important advanced text printing function in Common Lisp is the format function, which is the subject of this chapter.
Anatomy of the format Function



Here is an example of the format function in use:
> (format t "Add onion rings for only ˜$ dollars more!" 1.5)
Add onion rings for only 1.50 dollars more!
NIL
Let’s take a look at what each part of this function means.
[image: image with no caption]

The Destination Parameter



The first parameter to the format function is the destination parameter, which tells format where to send the text it generates. Here are its possible values:
	nil
	Don’t print anything; just return the value as a string.

	t
	Print the value to the console. In this case, the function just returns nil as a value (as in our example).

	stream
	Write the data to an output stream (covered in Chapter 12).



In the following example, we set the first parameter to nil so it simply returns the value as a string:
> (princ (reverse
        (format nil "Add onion rings for only ˜$ dollars more!" 1.5)))
[image: ] !erom srallod 05.1 ylno rof sgnir noino ddA
[image: ] "!erom srallod 05.1 ylno rof sgnir noino ddA"
The resulting string value ("Add onion rings for only 1.50 dollars more!") is passed to the reverse function, and then that reversed string is printed to the screen with the princ command [image: ].
In this example, the REPL will also print the value of the entered expression, along with the information output by the princ command. This is why you see the value displayed a second time [image: ]. For the remainder of this chapter, the examples will omit these values printed by the REPL, and show only the information explicitly printed by our code.

The Control String Parameter



The second parameter to the format function is a control string, which controls the text formatting. The format function’s power lies in the control string. In our current example, the control string is "Add onion rings for only ˜$ dollars more!".
By default, the text in this string is simply printed as output. However, you can place control sequences into this string to affect the format of the output, as described in the remainder of this chapter. Our current example contains the control sequence ˜$, which indicates a monetary floating-point value. Every control sequence recognized by the format function begins with the tilde (˜) character.

Value Parameters



The format parameters following the control string contain values, or the actual data to be displayed and formatted. As you’ll see, the control string interacts with these parameters and controls their formatting.



Control Sequences for Printing Lisp Values



Any Lisp value can be printed with the print or prin1 command. To print a value for humans, without any delimiters, we can use the princ command:
> (prin1 "foo")
"foo"
> (princ "foo")
foo
We can use the ˜s and ˜a control sequences with format to produce the same behavior as prin1 and princ. When used with format, the ˜s control sequence includes appropriate delimiters. The ˜a shows the value, without delimiters, for humans to read:
> (format t "I am printing ˜s in the middle of this sentence." "foo")
I am printing "foo" in the middle of this sentence.
> (format t "I am printing ˜a in the middle of this sentence." "foo")
I am printing foo in the middle of this sentence.
We can adjust the behavior of these control sequences even further by entering parameters within the control sequence. For instance, we can place a number n in front of the a or s to indicate that the value should be padded with blank spaces on the right. The format command will then add spaces until the total width of the value is n.
For example, by writing ˜10a in the following example, we add seven spaces to the right of foo, making the total width of the formatted value 10 characters:
> (format t "I am printing ˜10a within ten spaces of room." "foo")
I am printing foo        within ten spaces of room.
We can also add spaces on the left side of the value by adding the @ symbol, as follows:
> (format t "I am printing ˜10@a within ten spaces of room." "foo")
I am printing        foo within ten spaces of room.
In this case, the total width of the added spaces along with the value foo equals 10 characters.
Control sequences can accept more than just one parameter. In the preceding examples, we set only the first parameter, which controls the final width of the final formatted string. Let’s look at an example that sets the second parameter of the ˜a control sequence as well:
> (format t "I am printing ˜10,3a within ten (or more) spaces of room." "foo")
I am printing foo          within ten (or more) spaces of room.
As you can see, additional parameters to a control sequence are separated with a comma. In this case, the second parameter is set to 3, which tells the format command to add spaces in groups of three (instead of just one at a time) until the goal width of 10 is reached. In this example, a total of nine spaces are added to the formatted value. This means it overshot our goal width of 10 (by design), leading instead to a total width of 12 (nine spaces plus the letters foo). Padding strings in multiples like this is not a commonly needed feature, so the second parameter to the ˜a control sequence is rarely used.
Sometimes we need to control the exact number of spaces to add to our string, regardless of the length of the final value. We can do this by setting the third parameter in the ˜a control sequence. For example, suppose we want to print exactly four spaces after the final formatted value. To set the third control sequence parameter equal to four, we place two commas in front of the parameter to indicate that the first two parameters are blank, then follow this with a 4:
> (format t "I am printing ˜,,4a in the middle of this sentence." "foo")
I am printing foo     in the middle of this sentence.
Notice that there are exactly four extra spaces inserted in the results. Since the first and second parameters were not specified before the commas, their default values will be used.
The fourth control sequence parameter specifies which character will be used for padding. For example, in the following listing, we pad the printed value with four exclamation points:
> (format t "The word ˜,,4,'!a feels very important." "foo")
The word foo!!!! feels very important.
These control sequence parameters can also be combined. For example, we can add the @ symbol to our code to indicate that the exclamation marks should appear in front of the value, like this:
> (format t "The word ˜,,4,'!@a feels very important." "foo")
The word !!!!foo feels very important.
Now that you have an overview of format command control sequences, let’s look at how to use them for formatting, beginning with numbers.

Control Sequences for Formatting Numbers



The format command has many options designed specifically for controlling the appearance of numbers. Let’s look at some of the more useful ones.
Control Sequences for Formatting Integers



First, we can use format to display a number using a different base. For instance, we can display a number in hexadecimal (base-16) with the ˜x control sequence:
> (format t "The number 1000 in hexadecimal is ˜x" 1000)
The number 1000 in hexadecimal is 3E8
Similarly, we can display a number in binary (base-2) using the ˜b control sequence:
> (format t "The number 1000 in binary is ˜b" 1000)
The number 1000 in binary is 1111101000
We can even explicitly declare that a value will be displayed as a decimal (base-10) number, using the ˜d control sequence:
> (format t "The number 1000 in decimal is ˜d" 1000)
The number 1000 in decimal is 1000
In this case, we would have gotten the same result if we had just used the more generic ˜a control sequence. The difference is that ˜d supports special parameters and flags that are specific to printing decimal numbers. For example, we can place a colon inside the control sequence to enable commas as digit group separators:
> (format t "Numbers with commas in them are ˜:d times better." 1000000)
Numbers with commas in them are 1,000,000 times better.
To control the width of the number, we can set the padding parameter, just as we did with the ˜a and ˜s control sequences:
> (format t "I am printing ˜10d within ten spaces of room" 1000000)
I am printing    1000000 within ten spaces of room
To change the character used for padding, pass in the desired character (in this case, the x character) as the second parameter:
> (format t "I am printing ˜10,'xd within ten spaces of room" 1000000)
I am printing xxx1000000 within ten spaces of room

Control Sequences for Formatting Floating-Point Numbers



Floating-point values are handled with the ˜f control sequence. As with all of the previously discussed control sequences, we can change the value’s display width by changing the first parameter. When used with floating-point numbers, the format command will automatically round the value to fit within the requested number of characters (including the decimal point):
> (format t "PI can be estimated as ˜4f" 3.141593)
PI can be estimated as 3.14
As you can see, the final width of 3.14 is four characters wide, as specified by the control sequence.
The second parameter of the ˜f control sequence controls the number of digits displayed after the decimal point. For example, if we pass 4 as the second parameter in the preceding example, we get the following output:
> (format t "PI can be estimated as ˜,4f" 3.141593)
PI can be estimated as 3.1416
Note that Common Lisp actually includes the constant pi as part of the standard, so you could also rewrite the command like this:
> (format t "PI can be estimated as ˜,4f" pi)
PI can be estimated as 3.1416
The third parameter of the ˜f control sequence causes the number to be scaled by factors of ten. For example, we can pass 2 as the third parameter, which we can use to multiply a fraction by 102 to turn it into a percentage:
> (format t "Percentages are ˜,,2f percent better than fractions" 0.77)
Percentages are 77.0 percent better than fractions
In addition to ˜f, we can use the control sequence ˜$, which is used for formatting currencies:
> (format t "I wish I had ˜$ dollars in my bank account." 1000000.2)
I wish I had 1000000.20 dollars in my bank account.
You saw an example that used ˜$ at the beginning of this chapter.


Printing Multiple Lines of Output



Common Lisp has two different commands for starting a new line during printing. The first, terpri, simply tells Lisp to terminate the current line and start a new one for printing subsequent output. For example, we can print two numbers on different lines like so:
> (progn (princ 22)
         (terpri)
         (princ 33))
22
33
We can also start a new line with fresh-line. This command will start a new line, but only if the cursor position in the REPL isn’t already at the very front of a line. Let’s look at some examples:
> (progn (princ 22)
         (fresh-line)
         (princ 33))
22
33
> (progn (princ 22)
         (fresh-line)
         (fresh-line)
         (princ 33))
22
33
As you can see, placing two fresh-line statements between the two princ calls resulted in Lisp printing only one line between the outputted numbers. The first fresh-line starts a new line; the second fresh-line is simply ignored.
Essentially, the terpri command says “start a new line,” whereas the fresh-line command says “start a new line, if needed.” Any code using the terpri command needs to “know” what was printed before. Otherwise, unsightly empty lines may result. Since it’s always better if different parts of a program know as little about each other as possible, most Lispers prefer using fresh-line over terpri, because it allows them to decouple the printing of one piece of data from the next.
The format command has two control sequences that are analogous to terpri and fresh-line:
	˜%
	causes a new line to be created in all cases (like terpri)

	˜&
	creates new lines only as needed (like fresh-line).



These examples illustrate this difference:
> (progn (format t "this is on one line ˜%")
           (format t "˜%this is on another line"))
  this is on one line
[image: ]
  this is on another line
  > (progn (format t "this is on one line ˜&")
           (format t "˜&this is on another line"))
  this is on one line
  this is on another line
As you can see, using an extra ˜% prints an unsightly empty line [image: ], and using ˜& in the same places does not.
These two line-termination sequences can also have an additional parameter in front of them to indicate the number of new lines to be created. This is useful in cases where we want to use empty lines to space out our output. For example, the addition of 5 in the following example adds five empty lines to our output:
> (format t "this will print ˜5%on two lines spread far apart")
this will print




on two lines spread far apart

Justifying Output



The format command also gives us a lot of control over text justification. Control sequences allow us to format tables, center text, and perform other useful justification feats.
To help you understand the various justification rules, we’ll create a simple function that returns different animal names with varying character lengths:
> (defun random-animal ()
      (nth (random 5) '("dog" "tick" "tiger" "walrus" "kangaroo")))
RANDOM-ANIMAL
> (random-animal)
"walrus"
Now suppose we want to display a bunch of random animals in a table. We can do this by using the ˜t control sequence. ˜t can take a parameter that specifies the column position at which the formatted value should appear. For example, to have our table of animals appear in three columns at the fifth, fifteenth, and twenty-fifth character positions, we could create this table:
> (loop repeat 10
        do (format t "˜5t˜a ˜15t˜a ˜25t˜a˜%"
                   (random-animal)
                   (random-animal)
                   (random-animal)))
     kangaroo  tick      dog
     dog       walrus    walrus
     walrus    tiger     tiger
     walrus    kangaroo  dog
     kangaroo  tiger     dog
     tiger     walrus    kangaroo
     tick      dog       tiger
     kangaroo  tick      kangaroo
     tiger     dog       walrus
     kangaroo  kangaroo  tick
Remember that a loop command with a repeat 10 clause executes the body of the loop 10 times. As you can see, use of the ˜t control sequence caused the animals to be laid out in a neatly formatted table.
[image: image with no caption]

Now suppose we want all the animals be spaced equally apart on a single line. To do so, we can use the ˜< and ˜> control sequences, as follows:
> (loop repeat 10
        do (format t "˜30<˜a˜;˜a˜;˜a˜>˜%"
                   (random-animal)
                   (random-animal)
                   (random-animal)))
tick         tiger        tick
tick         tiger         dog
tick          dog          dog
kangaroo     kangaroo    tiger
tiger      tiger      kangaroo
walrus       kangaroo      dog
dog         dog         walrus
kangaroo       dog      walrus
walrus        dog       walrus
kangaroo       tiger      tick
Let’s deconstruct this control string to understand how it works:
[image: image with no caption]

First, the ˜30< tells the function that we’re initiating a block of justified text. The parameter 30 indicates that the block should be 30 characters wide. Next, we have three ˜a control sequences in a row, one for each animal. Each ˜a is separated by ;, which tells format that we’re starting a new value to be justified by ˜<. (The ˜; sequences indicate where extra spaces should be inserted to justify the values.) We then end the justified section with the ˜> command sequence.
Because the equal spacing of the animals in each line doesn’t guarantee that the columns created by printing multiple lines will be properly aligned, we add the :@ flag to our justification ˜< command sequence. For example, we can create a single, neatly centered column as follows:
> (loop repeat 10 do (format t "˜30:@<˜a˜>˜%" (random-animal)))
              dog
            walrus
           kangaroo
             tick
             tick
             tiger
              dog
           kangaroo
           kangaroo
              dog
In the same way, we can use :@ with multiple justified values, centering them on the line with additional space at their left and right ends:
> (loop repeat 10
        do (format t "˜30:@<˜a˜;˜a˜;˜a˜>˜%"
                     (random-animal)
                     (random-animal)
                     (random-animal)))
    walrus    tick    tick
    walrus    tiger    tick
     tick     dog     tick
    walrus    tiger   tiger
   kangaroo   dog   kangaroo
   tiger   kangaroo   walrus
   tiger  kangaroo  kangaroo
    kangaroo   tiger   tick
    tick    tiger    walrus
    walrus    tiger    tick
This step brings us closer to having three neatly centered columns, but our columns are still a bit wavy because we’re aligning the values within a single line, without telling format to arrange the values using three centered columns.
To produce neat columns, we’ll still use the :@ flag, but we’ll describe our rows using three separate 10-character justification sections:
> (loop repeat 10
        do (format t "˜10:@<˜a˜>˜10:@<˜a˜>˜10:@<˜a˜>˜%"
                     (random-animal)
                     (random-animal)
                     (random-animal)))
   tiger   kangaroo  kangaroo
 kangaroo  kangaroo   walrus
   tick      tick      tick
    dog       dog       dog
   tiger      dog     walrus
    dog      tiger   kangaroo
  walrus      dog      tick
   tick     walrus   kangaroo
    dog      tick     walrus
   tiger     tiger     tiger
At last, we have the nicely centered random animal columns of our dreams!
As you can see, the layout options for format are quite flexible. Since we often need to create complex lists and tables of data when debugging applications, these tricks are very helpful when you need to get a handle on your data, even with more complex programs.

Iterating Through Lists Using Control Sequences



The format function with its many control sequences is practically a programming language in its own right. (In fact, many Lispers would call it a domain-specific language, a concept we will revisit in Chapter 17.) And, like most programming languages, format can loop through data. It does this using the ˜{ and ˜} control sequences.
To achieve this looping, pass the format function a control string containing ˜{ and ˜}, and a list to iterate through. The part of the control string between the ˜{ and ˜} sequences is treated almost like the body of a loop. It will be executed a number of times, depending on the length of the list that follows it. The format function will iterate through this list, applying each of its items to the specified section of the control string.
For example, let’s create a list of animals that we can use for testing:
> (defparameter *animals* (loop repeat 10 collect (random-animal)))
*ANIMALS*
> *animals*
("dog" "kangaroo" "walrus" "kangaroo" "kangaroo" "walrus" "kangaroo"
 "dog" "tick" "tick")
Now we use the ˜{ ˜} control sequences to to loop through this list:
> (format t "˜{I see a ˜a! ˜}" *animals*)
I see a dog! I see a kangaroo! I see a walrus! I see a kangaroo! I see
 a kangaroo! I see a walrus! I see a kangaroo!
 I see a dog! I see a tick! I see a tick!
To produce this loop, we simply pass the single variable *animals*, a list of items, to the format function. The control string iterates through the list, constructing the sentence "I see a ˜a" for each member of *animals*.
A single iteration construct can also grab more than one item from the list, as in this example:
> (format t "˜{I see a ˜a... or was it a ˜a?˜%˜}" *animals*)
I see a dog... or was it a kangaroo?
I see a walrus... or was it a kangaroo?
I see a kangaroo... or was it a walrus?
I see a kangaroo... or was it a dog?
I see a tick... or was it a tick?
Here, we have two ˜a control sequences within a single looping construct. Each ˜a pulls a single animal from the list, so two animals print for every iteration of the loop.

A Crazy Formatting Trick for Creating Pretty Tables of Data



Let’s look at one last format example that uses some of the control sequences you’ve already seen, as well as some new ones. This example will illustrate how the varied control sequences can be combined for complex behavior.
> (format t "|˜{˜<|˜%|˜,33:;˜2d ˜>˜}|" (loop for x below 100 collect x))
| 0  1  2  3  4  5  6  7  8  9 |
|10 11 12 13 14 15 16 17 18 19 |
|20 21 22 23 24 25 26 27 28 29 |
|30 31 32 33 34 35 36 37 38 39 |
|40 41 42 43 44 45 46 47 48 49 |
|50 51 52 53 54 55 56 57 58 59 |
|60 61 62 63 64 65 66 67 68 69 |
|70 71 72 73 74 75 76 77 78 79 |
|80 81 82 83 84 85 86 87 88 89 |
|90 91 92 93 94 95 96 97 98 99 |
To create this nicely formatted table of numbers, we first use the looping control sequences ˜{ ˜} to iterate through a list of numbers created by the loop command. Within the iteration, we place justification control sequences ˜< ˜>, which we’ve used earlier. In this case, we don’t use them to justify our text, but instead use them to divide the resulting text into pieces. This is how we break our 100 numbers into nice clean rows of 10. We place the ˜:; control sequence inside our justification control sequences ˜< ˜>, which causes text to be broken into pieces of equal length.
When used inside a justification, the control string preceding this sequence ˜:; (which in this case happens to be |˜%|) will be triggered only if the current cursor position is beyond a certain point, as specified by the second parameter, 33. In other words, we’re telling the format function “Hey, once you have 33 characters’ worth of text, start a fresh line.”
The |˜%| control string causes the line break and vertical bars to be printed. The number to be displayed is formatted using ˜2d, which prints a left-justified number, two characters wide.
Note
For full details on every single control sequence, see the Common Lisp HyperSpec at http://www.lispworks.com/documentation/HyperSpec/Front/index.htm.


Attack of the Robots!



[image: image with no caption]

Here, we look at a game so horrifying that it’s sure to give you nightmares: Attack of the Robots! In this game, robots have taken over the world, and it’s your job to destroy them. Though the plot may sound scary, the part of this game that will really give a Lisp programmer nightmares is the way it abuses the loop and format commands in order to squeeze a fully functional robot-fighting game into a single page of code! (This program uses the “crazy formatting trick” discussed in the previous section.)
I have annotated the code with some basic explanations. If you want to understand how the game works in detail, you’ll need to review most of the information from the previous couple of chapters. Also, you can visit http://landoflisp.com/ to download the source code for the game and read a more thorough explanation of the code.
To win the game, you need to strategically walk around the field to cause all robots to collide with each other. The movement keys are QWE/ASD/ZXC. These characters form a grid on the left side of your keyboard, letting you move up, down, left, right, as well as diagonally. You can also teleport with the T key.
Enjoy!
[image: image with no caption]


What You've Learned



This chapter didn’t really even come close to covering all of the features of the format function. However, it did provide an introduction, in which you learned the following:
	The first parameter of the format command determines whether the output is sent to the REPL, a stream, or returned as a string.

	The second parameter of the format command is a control string that lets you change the way your data is printed. The control string has a sophisticated syntax, acting almost like a programming language in its own right.

	The remaining format parameters are values that can be referenced from the control string to embed values into the formatted output.

	To embed a Lisp value into a formatted string, use the ˜s or ˜a control sequences.

	Many control sequences are available for printing and customizing the appearance of numbers.

	The format command also has complex looping abilities that can be used, for example, to format tables laid out in many different styles.




Chapter 12. Working with Streams



Nearly every computer program you write will need to interact with the outside world at some point. Perhaps your program just needs to communicate with the user through the REPL, printing out information and capturing the user’s input from the keyboard. Other programs you write may need to read or write files on a hard drive. Additionally, you may want to write programs that interact with other computers, either over a local network or the Internet. In Common Lisp, these kinds of interactions happen through streams.
Streams are data types in Common Lisp that allow you to take some external resource and make it look like just another simple piece of data you can manipulate with your code. The external resource could be a variety of things: a file on a disk, another computer on a network, or text in a console window on the screen. As you’ll learn in this chapter, through the use of a stream, a Lisp program can interact with this outside resource just as easily as it might interact with a list or a hash table.
Types of Streams



When we communicate with an external resource from a Common Lisp program, we do so by using a stream. Different types of streams are available for different types of resources. Another factor is the direction of the stream—sometimes you will want to write data to a resource, and sometimes you will want to read data from a resource.
Streams by Type of Resource



[image: image with no caption]

When organized by the type of resource on which they operate, the following are the most commonly used stream types:
	Console streams
	What we’ve been using so far when communicating with the REPL.

	File streams
	Let us read and write to files on our hard drive.

	Socket streams
	Let us communicate with other computers on a network.

	String streams
	Let us send and receive text from a Lisp string.



Of these stream types, string streams are the black sheep of the family. Rather than letting you communicate with the outside world, string streams allow you to manipulate strings in new and interesting ways.

Streams by Direction



When you write data to a resource, you use output streams. For reading data from a resource, you use input streams.
Output Streams



Output streams are used for tasks such as writing to the REPL, writing to a file, or sending information over a socket. At the most primitive level, you can do two things with an output stream:
	Check whether the stream is valid.

	Push a new item onto the stream.



[image: image with no caption]

As you can see, a stream is more restrictive than a true data structure in Lisp. For instance, a list supports all of the same features as a stream (we can push a new item onto a list with push and check if a list is valid with listp), and we also can do certain tasks with a list that we can’t do with an output stream (such as changing items in the list with setf). But this limited functionality of streams actually makes them useful in many cases.
To see if we have a valid output stream, we can use the output-stream-p function. For example, the REPL has an output stream associated with it called *standard-output*. We can see if this is a valid output stream with the following code:
> (output-stream-p *standard-output*)
T
A Lisp character is one item that can be pushed onto an output stream using the basic command write-char. For example, to write the character #\x to the *standard-output* stream, we can run the following command:
> (write-char #\x *standard-output*)
xNIL
This code prints an x to the standard output (which, in this case, is the same as the REPL). Note that this function also returns nil, causing the x and the return value to be printed on the same line. As you saw in Chapter 6, this extra nil is just a side effect of running the code in the REPL. If we ran this command as part of a larger program, only the x would have printed out.
Note
In this chapter, we’ll discuss only streams based on text characters. In Common Lisp, you can also create streams based on other data types. For instance, if you’re working with binary data, you may want to send or receive raw bytes instead of characters. But for our purposes, manipulating textual data (and hence using streams that work with text characters) is the most convenient.


Input Streams



Input streams are used for reading data. As with output streams, the actions that you can perform with an input stream are limited. At the most primitive level, you can do two things with an input stream:
	Check whether the stream is valid.

	Pop an item off of the stream.



We can see if we have a valid stream with the input-stream-p command. For instance, as with standard output, the REPL has an associated input stream called *standard-input*, which we can validate as follows:
> (input-stream-p *standard-input*)
T
[image: image with no caption]

We can pop an item off the stream with the read-char command. Since we’re reading from the REPL, we need to type some characters and press enter to send the data into the standard input stream:
> (read-char *standard-input*)
123
#\1
As you can see, the 1 at the front of the stream was popped off and returned by read-char.
USING OTHER COMMANDS TO INTERACT WITH STREAMS
In addition to write-char and read-char, Common Lisp has many other commands for interacting with streams. In fact, all the commands for printing and reading introduced in Chapter 6 can accept a stream as an extra parameter, which lets us use Lisp's powerful input/output abilities with any stream. For instance, we can explicitly tell the print command to print to *standard-output*, as follows:
> (print 'foo *standard-output*)
FOO
This can be useful when working with streams other than *standard-output*, as you'll see shortly.





Working with Files



In addition to using streams to write to and read from the REPL, we can also use streams to write to and read from files.
You can create a file stream in Common Lisp in several ways. The best way is to use the with-open-file command. As you’ll see shortly, this command contains special bug-prevention features that make it safer to use than other available file commands. The following example uses with-open-file to write the string "my data" to a file named data.txt:
> (with-open-file ([image: ]my-stream "data.txt" :direction :output)
[image: ]      (print "my data" my-stream))
In this example, the with-open-file command binds the output stream to the name my-stream [image: ]. This causes a file output stream to be created with the name my-stream. This stream will be available within the body of the with-open-file command (until the final closing bracket [image: ]), and any data we send to this stream will end up in the file named data.txt on the disk. The print command references my-stream as the destination for its output [image: ]. Therefore, after running this example, you should find a new file named data.txt in the folder from which you launched CLISP. This file has the text "my data" as its content.
Specifying :output as the direction for with-open-file creates an output stream. To make this an input stream instead, we could change the direction to :input, as follows:
> (with-open-file (my-stream "data.txt" :direction :input)
     (read my-stream))
"my data"
As you can see, this causes the data—the same data written to the file in the previous example—to be read in from the file.
As you learned in Chapter 6, the print and read commands can print and read any of the basic Common Lisp data types. This functionality makes it easy to use streams to store data from your programs to the hard drive. Here is a more complicated example that writes an association list (alist) to a file:
[image: ] > (let ((animal-noises '((dog . woof)
                           (cat . meow))))
[image: ]     (with-open-file (my-stream "animal-noises.txt" :direction :output)
         (print animal-noises my-stream)))
  ((DOG . WOOF) (CAT . MEOW))
[image: ] > (with-open-file (my-stream "animal-noises.txt" :direction :input)
       (read my-stream))
  ((DOG . WOOF) (CAT . MEOW))
In this example, we’re creating an association table of animals and the sounds they make. We create a new alist named animal-noises [image: ]. We put keys for dog and cat into this list. Now we can write this alist to a new file called animal-noises.txt [image: ]. Later, we can easily reconstitute this alist from the file [image: ].
The with-open-file command can take keyword parameters that modify its behavior. For instance, you can tell the command what to do if a file with the given name already exists. In the following example, we’ll display an error message using the :if-exists keyword parameter:
> (with-open-file (my-stream "data.txt" :direction :output :if-exists :error)
      (print "my data" my-stream))
*** - OPEN: file #P"/home/user/data.txt" already exists
Alternatively, you may simply want the existing file to be overwritten. In that case, set the :if-exists keyword parameter to :supersede, as follows:
> (with-open-file (my-stream "data.txt" :direction :output
                                         :if-exists :supersede)
      (print "my data" my-stream))
"my data"
The with-open-file command gives you a very succinct way to work with files. Unlike most programming languages, when using this command, you don’t need to open and close files manually, and you don’t need to worry about potentially messing up your files by failing to properly close them. (Actually, Common Lisp has lower-level commands for opening and closing files as well, but with-open-file packages them in a clean way that hides all the ugly details.)
[image: image with no caption]

The main purpose of with-open-file is to acquire a file resource. It takes command of the file and assumes the responsibility of closing it. In fact, even if the code inside the with-open-file throws an ugly error that stops the program dead, with-open-file will still close the file properly to make sure this resource stays intact.
Note
Common Lisp has many commands that begin with with- that will safely allocate resources in this way. These with- commands, available in the core Lisp libraries, are built with Lisp’s awesome macro system. You’ll learn more about Lisp macros, and how to create your own with- commands, in Chapter 16.


Working with Sockets



[image: image with no caption]

Now that we’ve used streams to communicate with the REPL and with files, let’s see how we can use them to communicate with another computer.
If you want to write a program that can communicate with another computer elsewhere on a standard network (almost all networks nowadays use the TCP/IP protocol), you’ll first need to create a socket. A socket is a mechanism for routing data over a computer network between programs running on different computers on that network.
Unfortunately, sockets didn’t make it into the ANSI Common Lisp standard, which means there’s no standard way of interacting with sockets at this time. However, every version of Common Lisp supports sockets, even if it doesn’t follow any standard. Since we’ve been using CLISP as our Lisp of choice in this book, we’ll consider only CLISP’s socket commands.
Note
cl-sockets (http://common-lisp.net/project/cl-sockets/) and usocket (http://common-lisp.net/project/usocket/) are two attempts at adding a standard socket library to Common Lisp.

Socket Addresses



Every socket within a network must have a socket address. This socket address has two components:
	IP address
	A number that uniquely identifies a computer on the network (typically shown as 4 bytes delimited by periods, such as 192.168.33.22).

	Port number
	Any programs that want to use the network must choose a unique port number that no other program on the same computer is already using.



The IP address and the port number combine to make up the socket address. Since the IP address is unique on a network and the port number is unique for a given computer, every socket address on a network is unique to a specific program running on a specific computer. Any messages running over the network (through chunks of data called TCP packets) will be labeled with a socket address to indicate their destination.
Once a computer receives a packet labeled with its IP address, the operating system will look at the port number in the socket address of the message to figure out which program should receive the message.
And how does the operating system know which program receives messages for a given port? It knows this because a program first must create a socket for that port in order to use it. In other words, a socket is simply a way for a computer program to tell the operating system, “Hey, if you get any messages on port 251, send them my way!”

Socket Connections



In order to actually send a message over a socket between two programs, we first need to follow some steps to initialize a socket connection. The first step in creating such a connection is to have one of the programs create a socket that starts in a listening state, waiting to see if other programs on the network want to start a communication. The computer with the socket in a listening state is called the server. Then the other program, called a client, creates a socket on its end and uses it to establish a connection with the server. If all goes well, these two programs can now transmit messages across the socket connection running between them.
But enough talk. Let’s try connecting two programs right now to see the magic happen for ourselves!

Sending a Message over a Socket



First, open two copies of CLISP in two different console windows on your computer. We’ll call one the client and one the server. (Or, if you have two computers on a network and know their IP addresses, you can create the two consoles on two separate machines, for the full network experience.)
Note
You must use CLISP to get the socket code shown in this chapter to run.

On the server, take control of a port by calling socket-server:
> (defparameter my-socket (socket-server 4321)) ;ON THE SERVER
MY-SOCKET
This command acquires port 4321 and binds a socket to it using the operating system. The socket is bound to the my-socket variable so that we can interact with it.
This command is somewhat dangerous, because the operating system is expecting us to give up the socket once we’re finished with it. If we don’t, no one will be able to use this socket anymore. In fact, if you make any mistakes during this socket exercise, you could mess up the socket at port 4321, and then you would need to switch to another port number until you restart your computer. (In the next chapter, you’ll learn how to use the exception handling system in Common Lisp to work around these ugly problems.)
Next, let’s make a stream from this socket (still on the server) that handles a connection from a single client:
> (defparameter my-stream (socket-accept my-socket)) ;ON THE SERVER
After running this command, the server will seem to lock up, and you won’t be returned to the REPL prompt. Don’t be alarmed—the socket-accept command is a blocking operation, which means the function won’t exit until a client has connected.
Now switch over to your client CLISP and use the socket-connect command to connect to that socket on the server:
> (defparameter my-stream (socket-connect 4321 "127.0.0.1")) ;ON THE CLIENT
MY-STREAM
The IP address 127.0.0.1 is a special address that always points to the computer from which it’s called. If you are using two different computers for this exercise, you should enter the actual IP address of your server.
After running this command, the server will unlock, and the value of the my-stream variable will be set. We now have a stream open in both copies of CLISP, and we can use it to communicate between them!
The stream CLISP has created here is called a bidirectional stream. This means it can act both as an input stream and an output stream, and we can use either set of commands on it to communicate in both directions. Let’s send a cordial greeting between the client and the server.
Enter the following on the client:
> (print "Yo Server!" my-stream)
"Yo Server!"
And enter the following on the server:
> (read my-stream)
"Yo Server!"
Then, still on the server, enter this:
> (print "What up, Client!" my-stream)
"What up, Client!"
Back on the client, run this command:
> (read my-stream)
"What up, Client!"
Here’s what your two CLISP windows should look like when you’re finished:
[image: image with no caption]

The message we sent across the socket was a Lisp string, but because of Lisp’s elegant stream-handling capabilities, we could send almost any standard Lisp data structure in the same way, without any extra effort!

Tidying Up After Ourselves



It’s crucial that we free up the resources we’ve created during this exercise. First, run the following command on both the client and the server to close the stream on both ends:
> (close my-stream)
T
Next, run socket-server-close on the server to free up the port and disconnect the socket from it. If you don’t, port 4321 will be unusable until you reboot.
> (socket-server-close my-socket)
NIL


String Streams: The Oddball Type



Streams are usually used for communicating with the outside world from within a Lisp program. One exception to this is the string stream, which simply makes a string look like a stream. In the same way you can read or write to external resources with other types of streams, a string stream will let you read or write to a string.
You can create string streams with the make-string-output-stream and make-string-input-stream commands. Following is an example that uses make-string-output-stream:
> (defparameter foo (make-string-output-stream))
> (princ "This will go into foo. " foo)
> (princ "This will also go into foo. " foo)
> (get-output-stream-string foo)
"This will go into foo. This will also go into foo. "
You may be wondering why anyone would want to do this, since we can already directly manipulate strings in Lisp, without using streams. Actually, there are several good reasons for using string streams in this way. They are useful for debugging, as well as for creating complex strings efficiently.
Sending Streams to Functions



Using string streams allows us to use functions that require streams as parameters. This is great for debugging code that works with files or sockets, using only strings for the input and output of data.
For example, suppose we have a function write-to-log that writes log information to a stream. Usually, we would want to send the log information to a file stream, so it can be written to a file for safekeeping. However, if we want to debug the function, we may want to send it a string stream instead, so we can take a look at the data it writes and make sure it’s correct. If we had hard-coded the write-to-log function to only write to a file, we wouldn’t have this flexibility. This is why it makes sense to write functions to use the abstract concept of a stream whenever possible, instead of using other methods to access external resources.

Working with Long Strings



String streams can lead to better-performing code when dealing with very long strings. For instance, concatenating two strings together can be a costly operation—first, it requires a new block of memory to be allocated to hold both strings, and then the strings need to be copied into this new location. Because of this bottleneck, many programming languages use devices called string builders to avoid this overhead. In Lisp, we can get similar performance benefits by using string streams.

Reading and Debugging



Another reason for using string streams is that they can make our code easier to read and debug, especially when we use the with-output-to-string macro.
[image: image with no caption]

Here’s an example of this command being used:
[image: ] >  (with-output-to-string (*standard-output*)
[image: ]      (princ "the sum of ")
       (princ 5)
       (princ " and ")
       (princ 2)
       (princ " is ")
       (princ (+ 2 5)))
[image: ] "the sum of 5 and 2 is 7"
The with-output-to-string macro [image: ] will intercept any text that would otherwise be output to the console, REPL, or other output stream, and capture it as a string. In the preceding example, the output created by the princ functions [image: ] within the body of the with-output-to-string call is redirected automatically into a string stream. Once the body of the with-output-to-string command has completed, the entire printed output that was put into the stream is returned as a result [image: ].
You can also use the with-output-to-string macro to easily construct complex strings by “printing” each part, and then capturing the result as a string. This tends to be much more elegant and efficient than using the concatenate command.
Note
Using with-output-to-string runs counter to the tenets of functional programming (discussed in Chapter 14). Some Lispers consider this function (and similar functions that intercept input or output intended for other destinations) to be an ugly hack. You’ll see some disagreement in the Lisp community about whether the use of with-output-to-string is elegant or ugly.



What You've Learned



This chapter described how to use streams to let your Lisp programs interact with outside resources. You learned the following:
	Different types of streams interact with different types of resources. These include console streams, file streams, socket streams, and string streams.

	Streams can be categorized based on their direction. Output streams let us write to a resource. Input streams let us read from a resource.

	Socket streams allow computer programs to communicate over a network. To establish a socket stream, we must first open sockets on both ends and open a socket connection between the programs.

	String streams allow us to use functions that require streams without linking to an outside resource, for debugging purposes. They also are useful for constructing complex strings efficiently and elegantly through the use of with-output-to-string.




Chapter 13. Let's Create a Web Server!



In Chapter 6, you learned how to interact with a user by sending text to and from the REPL. However, when people talk about “interacting with a user” these days, they’re usually referring to a user on the Web. In this chapter, you’re going to learn how to interact with users on the Web by building a web server from scratch. Since communications over a network are error prone by their nature, you’ll first learn how errors are handled in Lisp.
Error Handling in Common Lisp



Any time you’re interacting with the outside world, as our web server will, unexpected things can happen. No matter how smart a modern computer network may be, it can never anticipate every possible exceptional situation. After all, even the smartest network can’t recover from some fool tripping over the wrong cable.
Common Lisp has a very extensive set of features for dealing with unexpected exceptional situations in your code. This exception handling system is very flexible, and it can be used to do things that are impossible with exception systems in most other languages.
Signaling a Condition



If you’re writing a function and something goes horribly wrong, a Lisp function can notify the Lisp environment that a problem has been encountered. This is done by signaling a condition. What sort of things could go wrong? Maybe a function tried to divide by zero. Or maybe a library function received a parameter of the wrong type. Or maybe a socket communication was interrupted because you tripped over your network cable.
If you want to signal a condition directly, you can do so with the error command. You would do this if a function you wrote detected a problem on its own—a problem so serious the program just could not continue normally. Using the error command will interrupt your running Lisp program, unless you intercept the error elsewhere to prevent an interruption. Let’s signal a condition and print the message “foo” to describe the error:
> (error "foo")

*** - foo
The following restarts are available:
ABORT          :R1      Abort main loop
>
As you can see, signaling this condition causes Lisp to interrupt our program, print the message “foo,” and show an error prompt at the REPL. (In CLISP, you can type :a at this point to abort the program and return to the normal REPL.)
Most of the time your program signals a condition, it will probably not be because you called error yourself. Instead, it will be because your program has a bug, or because you called a library function, and that function signals a condition. However, any time something prevents normal execution in your program, leading to a condition, your program will stop and show an error prompt such as in the preceding example.

Creating Custom Conditions



In our first example, we passed a string describing the condition to the error command. However, this text string just customizes the error message and doesn’t lead to a different “type” of condition. Common Lisp also allows you to have various types of conditions that can be handled in different ways.
A more sophisticated way to signal conditions is to first define a custom condition using define-condition, as in the following example:
[image: ] (define-condition foo () ()
[image: ]    (:report (lambda (condition stream)
[image: ]                (princ "Stop FOOing around, numbskull!" stream))))
This is a typical example of creating a new type of condition, which we’ve named foo [image: ]. When this condition is signaled, we can supply a custom function that will be called to report the error. Here, we declare a lambda function for this purpose [image: ]. Within the lambda function, we print a custom message to report the error [image: ].
Let’s see what happens when we trigger this new condition:
> (error 'foo)

*** - Stop FOOing around, numbskull!
The following restarts are available:
ABORT          :R1      Abort main loop
>
As you can see, our custom message was printed. This technique allows the programmer to get a more meaningful error report, customized for the specific condition that was triggered.

Intercepting Conditions



When we create a condition with define-condition, it’s given a name (such as foo). This name can be used by the higher-level parts of our program to intercept and handle that condition, so it won’t stop the program’s execution. We can do this with the handler-case command, as follows:
> (defun bad-function ()
       (error 'foo))
  BAD-FUNCTION
[image: ] > (handler-case (bad-function)
[image: ]      (foo () "somebody signaled foo!")
       (bar () "somebody signaled bar!"))
[image: ] "somebody signaled foo!"
The first thing we put inside a handler-case command is the piece of code that may signal conditions that we want to handle [image: ].
In this example, the code we’re watching is a call to bad-function. The rest of handler-case lets us specify actions to perform if a particular condition occurs [image: ]. When this code is run, bad-function signals the foo condition by calling (error 'foo). Usually, this would cause our program to be interrupted and lead to a error prompt at the REPL. However, our handler-case command intercepts the foo condition [image: ]. This means that the program can keep running without interruption, with the handler-case evaluating as “somebody signaled foo!” [image: ].

Protecting Resources Against Unexpected Conditions



When an unexpected exception happens in a program, there is always a risk that it could bring down your program, or even cause damage to resources outside your program. Exceptions interrupt the regular flow of your code, and they may stop your code dead in its tracks, even while it’s in the middle of a sensitive operation.
For instance, your program may be writing to a file or to a socket stream when an unexpected exception happens. In this case, it is critically important that your program has an opportunity to close the file/socket stream and free the file handle or socket; otherwise, that resource may become locked indefinitely. If such resources aren’t cleaned up properly, the users may need to reboot their computer first before the resource becomes available again.
The unwind-protect command can help us to avoid these problems. With this command, we can tell the Lisp compiler, “This piece of code must run no matter what happens.” Consider the following example:
[image: ] > (unwind-protect (/ 1 0)
[image: ]                   (princ "I need to say 'flubyduby' matter what"))

  *** - /: division by zero
  The following restarts are available:
  ABORT          :R1      Abort main loop
  > :r1
  I need to say 'flubyduby' matter what
  >
Within the unwind-protect, we divide by 0, which signals a condition [image: ]. But even after we tell CLISP to abort, the program still prints its crucial message [image: ].
We can usually avoid calling unwind-protect directly by relying on Common Lisp’s “with-” macros; many of these call unwind-protect themselves, under the hood. In Chapter 16, we’ll create our own macros to see how this is possible.
Note
In the comic book epilogue at the end of the book, you’ll learn about an additional feature of the Common Lisp signaling system called restarts.




Writing a Web Server from Scratch



Now that you have a basic understanding of sockets (covered in Chapter 12) and error handling, you know enough to make a web server that can serve dynamic web pages written in Lisp. After all, why should Apache (the world’s most popular web server) have all the fun?
How a Web Server Works



Hypertext Transfer Protocol, or HTTP, is the Internet protocol used for transferring web pages. It adds a layer on top of TCP/IP for requesting pages once a socket connection has been established. When a program running on a client computer (usually a web browser) sends a properly encoded request, the server will retrieve the requested page and send it over the socket stream in response.
[image: image with no caption]

Note
This web server is adapted from http.lisp, created by Ron Garret.

For example, suppose the client is the Firefox web browser, and it asks for the page lolcats.html. The client’s request might look like this:
GET /lolcats.html HTTP/1.1
Host: localhost:8080
User-Agent: Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.9.0.5)
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Language: en-us,en;q=0.5
Accept-Encoding: gzip,deflate
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7
Keep-Alive: 300
Connection: keep-alive
For our web server, the most important part of this request is the first line. There we can see the type of request made (a GET request, which means we just want to look at a page without modifying it), and the name of the page requested (lolcats.html). This data sent to the server is called the request header. You’ll see later that additional information can be sent to the server below the request header, in a request body.
Note
To readers from the distant future, lolcats was a viral Internet phenomenon from early in the third millennium. It involved pictures of cats with funny captions. If people of your time are no longer familiar with lolcats, it is of no great loss.

In response, the server will send an HTML document that represents the web page over the socket stream. This is called the response body. Here is what a response body might look like:
[image: ] <html>
[image: ]    <body>
[image: ]       Sorry dudez, I don't have any L0LZ for you today :-(
     </body>
[image: ] </html>
An HTML document is wrapped in html opening [image: ] and closing tags [image: ]. Within these tags, you can declare a body section [image: ]. In the body section, you can write a text message that will be displayed in the web browser as the body of the web page[image: ].
For a fully HTML-compliant web page, other items must exist in the document, such as a DOCTYPE declaration. However, our example will work just fine, and we can ignore these technical details for our simple demonstration.
A web server will typically also generate a response header. This header can give a web browser additional information about the document it has just received, such as whether it is in HTML or another format. However, the simplified web server we’re going to create does not generate such a header and instead simply returns a body.
Note
Since we’re using CLISP-specific socket commands, you must be running CLISP for the sample web server presented in this chapter to work.


Request Parameters



Web forms are an essential element in powering websites. For instance, suppose we create a simple login form for a website.
[image: image with no caption]

After the visitor to our website hits the Submit button on this page, it will send a POST request back to the website. A POST request looks very similar to the GET request in the preceding example. However, a POST request usually carries the expectation that it may alter data on the server.
In our sample login form, we need to tell the server the user ID and password that the visitor to our site had entered into the text fields on this form. The values of these fields that are sent to the server as part of the POST request are called request parameters. They are sent within the POST request by appending them below the request header, in the area that makes up the request body.
This is what the POST request might look like for our login example:
POST /login.html HTTP/1.1
  Host: www.mywebsite.com
  User-Agent: Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.9.0.5)
  Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
  Accept-Language: en-us,en;q=0.5
  Accept-Encoding: gzip,deflate
  Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7
  Keep-Alive: 300
  Connection: keep-alive
  Content-Length: 39

[image: ] userid=foo&password=supersecretpassword
The extra parameter in the header of this POST request, Content-Length, indicates the length of the parameter data at the bottom of the request. Specifically, Content-Length: 39 tells the server that the text containing the request parameters [image: ] is 39 characters long.
Request Parameters for GET Requests



As we’ve discussed, the typical purpose of request parameters is to send web form data back to the server during a POST request. However, GET requests may also contain request parameters. Usually, with a GET request, we want to see what the parameters are in the URL of the request, whereas with a POST request, the parameters are hidden in the body of the request.
For instance, suppose you go to Google and search for “dogs.” In this case, the follow-up page will have a URL that reads something like http://www.google.com/search?q=dogs&hl=en&safe=off&.... These values in the URL (such as the one stating that the [q]uery=“dogs”) are also request parameters.
The web server we’re creating will need to give the server code access to both types of request parameters: the ones in the body of the request (as is common with POST requests) as well as the ones that appear in the URL (as is common with GET requests.)

Decoding the Values of Request Parameters



HTTP has a special way to represent the nonalphanumeric characters that a user might enter into a form, using HTTP escape codes. These escape codes let you have characters in the values of a request parameter that would not otherwise be available in the HTTP format. For instance, if a user enters "foo?", it will appear in the request as "foo%3F", since the question mark is represented with an escape code. Our web server will need to decode these escape characters, so the first function we’ll write is decode-param:
[image: ] (defun http-char (c1 c2 &optional (default #\Space))
[image: ]   (let ((code (parse-integer
                 (coerce (list c1 c2) 'string)
                 :radix 16
                 :junk-allowed t)))
      (if code
          (code-char code)
        default)))

  (defun decode-param (s)
[image: ]    (labels ((f (lst)
                 (when lst
                   (case (car lst)
                       (#\% (cons (http-char (cadr lst) (caddr lst))
                                  (f (cdddr lst))))
[image: ]                      (#\+ (cons #\space (f (cdr lst))))
[image: ]                      (otherwise (cons (car lst) (f (cdr lst))))))))
[image: ]        (coerce (f (coerce s 'list)) 'string)))
Note
The HTTP escape codes we are discussing here are unrelated to the escape characters in Lisp strings we’ve discussed in other parts of this book.

First, this function defines a local function named f [image: ], which we’ll use to recursively process the characters. To make this recursion work, we need to use coerce to turn the string into a list of characters [image: ], and then pass this list to f.
The f function checks the first character in the list to see if it’s a percent sign (%) or a plus sign (+). If it’s a percent sign, we know that the next value in the list is an ASCII code, represented as a hexadecimal number. (ASCII codes are a standard set of numbers that correspond to text characters, shared among many computer systems and applications.)
To decode this ASCII code, we’ve created a function named http-char [image: ]. In this function, we use the parse-integer function to convert this string to an integer [image: ]. In this case, we’re using some keyword parameters on parse-integer: the :radix parameter, which tells the function to parse a hexadecimal number, and the :junk-allowed parameter, which tells it to just return nil when an invalid number is given, rather than signaling an error.
We then use the code-char function to convert this integer (which holds an ASCII code) into the actual character that the user entered.
As per the rules of HTTP encoding, if a value in a request parameter contains a plus sign, it should be translated into a space character. We make this conversion here [image: ].
Any other character passes through the f function unchanged. However, we still need to call f on the remainder of the list until all the characters have been processed [image: ].
Here are some examples of decode-param in action:
> (decode-param "foo")
"foo"
> (decode-param "foo%3F")
"foo?"
> (decode-param "foo+bar")
"foo bar"

Decoding Lists of Request Parameters



The next thing our server needs to do is to decode a list of parameters, which will be given as name/value pairs in a string such as "name=bob&age=25&gender=male". As we’ve discussed, URLs for web pages often contain such name/value pairs at the end. As you can see, this string says that the person we’re looking for on the web page has a name of bob, an age of 25, and a gender of male. These name/value pairs are separated by an ampersand (&). The structure of these strings is equivalent to that of an association list (alist), so we’ll store these parameters as an alist using the following function:
(defun parse-params (s)
[image: ]   (let* ((i1 (position #\= s))
            (i2 (position #\& s)))
[image: ]       (cond (i1 (cons (cons (intern (string-upcase (subseq s 0 i1)))
[image: ]                             (decode-param (subseq s (1+ i1) i2)))
[image: ]                       (and i2 (parse-params (subseq s (1+ i2))))))
              ((equal s "") nil)
              (t s))))
The parse-params function finds the first occurrence of an ampersand (&) and equal sign (=) in the string, using the position function [image: ]. If a name/value pair is found (we know this is true if an equal sign was found in the string and is stored in i1), we use the intern function to convert the name into a Lisp symbol [image: ]. We cons this name to the value of the parameter, which we decode with our decode-param function [image: ]. Finally, we recursively call parse-params on the remainder of the string [image: ].
Let’s give our new parse-params function a try:
> (parse-params "name=bob&age=25&gender=male")
((NAME . "bob") (AGE . "25") (GENDER . "male"))
Putting this data into an alist will allow our code to easily reference a specific variable whenever that’s necessary.
Note
Both decode-param and parse-params could achieve higher performance if they were written using a tail call, as we’ll discuss in Chapter 14.



Parsing the Request Header



Next, we’ll write a function to process the first line of the request header. (This is the line that will look something like GET /lolcats.html HTTP/1.1).
The following parse-url function will process these strings:
(defun parse-url (s)
    (let* ((url (subseq s
                      (+ 2 (position #\space s))
[image: ]                       (position #\space s :from-end t)))
[image: ]          (x (position #\? url)))
       (if x
[image: ]          (cons (subseq url 0 x) (parse-params (subseq url (1+ x))))
[image: ]          (cons url '()))))
This function first uses the string’s delimiting spaces to find and extract the URL [image: ]. It then checks this URL for a question mark, which may indicate that there are request parameters that need to be handled [image: ]. For instance, if the URL is lolcats.html?extra-funny=yes, then the question mark lets us know that there is a parameter named extra-funny in the URL. If such parameters exist, we’ll need to extract them, and then parse them using our parse-params function [image: ]. If there aren’t any request parameters, we just return the URL [image: ]. Note that this function skips over the request method (most often GET or POST). A fancier web server would extract this data point as well.
Let’s try out our new URL extractor:
> (parse-url "GET /lolcats.html HTTP/1.1")
("lolcats.html")
> (parse-url "GET /lolcats.html?extra-funny=yes HTTP/1.1")
("lolcats.html" (EXTRA-FUNNY . "yes"))
Now that we can read the first line, we’ll process the rest of the request. The following get-header function will convert the remaining lines of the request into a nice alist:
(defun get-header (stream)
[image: ]   (let* ((s (read-line stream))
           (h (let ((i (position #\: s)))
                 (when i
                       (cons (intern (string-upcase (subseq s 0 i)))
[image: ]                            (subseq s (+ i 2)))))))
       (when h
[image: ]         (cons h (get-header stream)))))
This function reads in a line from the stream [image: ], converts it to a key/value pair based on the location of a colon [image: ], and then recurses to convert additional lines in the header [image: ]. If it encounters a line that doesn’t conform to a header line, it means we’ve reached the blank line at the end of the header and are finished. In this case, both i and h will be nil, and the function terminates.
The intern command used when generating the key above is a simple function that converts a string into a symbol. We could, instead, have used the read command for this purpose, as we have previously in this book. But remember that the flexibility of the read command also makes it a great target for hackers, who might try creating malformed headers to crack your web server. That’s why it’s wise to use the more limited, specific intern function to process this data sent over the Internet to our web server.

Testing get-header with a String Stream



Since the get-header function pulls its data directly from a socket stream, you might think we can’t test it directly through the REPL. However, as you saw in the previous chapter, there are actually several different types of resources besides sockets that can be accessed through the stream interface in Common Lisp. Because of the common interface among streams, we can test our get-header function by passing it a string stream instead of a socket stream:
[image: ] > (get-header (make-string-input-stream "foo: 1
  bar: abc, 123

[image: ] "))
  ((FOO . "1") (BAR . "abc, 123"))
Using the make-string-input-stream function, we can create an input stream from a literal string. In this example, we’re taking a string defining two keys (foo and bar) and ending it with an empty line, just like a typical HTTP header. Note that we have a single literal string from [image: ] to [image: ]. Such strings are permitted in Common Lisp. As you can see, the get-header function appropriately pulled the two keys and their values out of this stream, in the same way it would pull these values out of a socket stream.
Using this trick, you can test functions that manipulate streams directly from the REPL. To do this, simply substitute string streams for other, more complicated stream types.

Parsing the Request Body



In a POST request, there will usually be parameters stored beneath the header, in an area known as the request body or request content. The following get-content-params function extracts these parameters:
(defun get-content-params (stream header)
[image: ]        (let ((length (cdr (assoc 'content-length header))))
[image: ]          (when length
[image: ]            (let ((content (make-string (parse-integer length))))
[image: ]               (read-sequence content stream)
[image: ]               (parse-params content)))))
First, this function searches the header for a value called content-length [image: ], which tells us the length of the string that contains these content parameters. If content-length exists, then we know there are parameters to parse [image: ]. The function will then create a string with the given length using make-string [image: ], and use read-sequence to fill that string with characters from the stream [image: ]. It then runs the result through our parse-params function to translate the parameters into our cleaned-up alist format [image: ].

Our Grand Finale: The serve Function!



Now all the pieces are in place to write the heart of our web server: the serve function. Here it is in all its glory:
[image: ] (defun serve (request-handler)
[image: ]   (let ((socket (socket-server 8080)))
[image: ]     (unwind-protect
[image: ]        (loop (with-open-stream (stream (socket-accept socket))
[image: ]                  (let* ((url    (parse-url (read-line stream)))
                          (path   (car url))
                          (header (get-header stream))
                          (params (append (cdr url)
                                          (get-content-params stream header)))
                          (*standard-output* stream))
[image: ]                            (funcall request-handler path header params))))
         (socket-server-close socket))))
The serve function takes a single parameter: request-handler [image: ], which is supplied by the creator of a website that wants to use this web server. When the server receives a request over the network, it parses the request into clean Lisp data structures (using the functions we’ve discussed throughout this chapter), and then passes this request information to request-handler. The request-handler then displays the correct HTML.
[image: image with no caption]

Let’s look at our serve function in detail to see how it accomplishes this.
First, serve creates a socket bound to port 8080 [image: ]. This is one of several ports that is commonly used for serving web pages, especially when a site is still under development. (Port 80 is usually used for a production website/web server.) We then call unwind-protect [image: ], which ensures that no matter what happens as the server runs, socket-server-close will be called at some point to free the socket.
Next, we start the main web-serving loop. Within this loop, we open a stream for any client that accesses our server [image: ]. We then use the with-open-stream macro to guarantee that, no matter what, that stream will be properly closed. Now we’re ready to read and parse the website request that the client has made to our server, using all of the reading and parsing functions we created [image: ].
Finally, we call the request-handler function, passing in the request details [image: ]. Note how we redefine the *standard-output* dynamic variable beforehand. This means that the request handler can just write to standard output, and all the printed data will be redirected to the client stream automatically. As you learned in Chapter 12, capturing data from standard output allows us to minimize string concatenation. Also, it will make our request-handler function easier to debug, as you’ll see shortly.
Note
One thing we did not do with our web server is prevent the web server from crashing if the request-handler triggers an exception. Instead, we simply guarantee that no resources are mangled in the case of an exception. We could easily add extra exception handling to keep the server ticking even if horrible exceptions occur. However, since our goal is to learn Lisp and develop games in a browser, it’s better for us to know right away about any exceptions, even if that brings down our server.



Building a Dynamic Website



To try out our shiny new web server, let’s build a simple site that greets a visitor, using the dirt-simple function hello-request-handler:
(defun hello-request-handler (path header params)
[image: ]   (if (equal path "greeting")
[image: ]       (let ((name (assoc 'name params)))
          (format t "HTTP/1.1 200 OK~%~%")
          (if (not name)
              (princ "<html><form>What is your name?<input name='name' />
[image: ] </form></html>")
[image: ]             (format t "<html>Nice to meet you, ˜a!</html>" (cdr name))))
[image: ]       (princ "Sorry... I don't know that page.")))
This hello-request-handler function supports only a single web page, called greeting. The first step in serving up this greeting page is to see if this page is indeed what the client requested [image: ]. If not, we print an apology to the user for not finding the specified page [image: ]. Otherwise, we check the request parameters to see if we know the user’s name[image: ]. If not, we ask the user to enter a username using a web form [image: ]. If we do know the user’s name, we greet the visitor enthusiastically[image: ].
Note
We’re taking a ton of shortcuts with our web server and this primitive website. For instance, any HTML sent to a client should be wrapped in a proper HTML skeleton, such as <html><body>...</body></html>. However, even then our page wouldn’t be fully compliant with modern HTML standards. In addition, when a client requests a nonexistent page, the appropriate response is to display a 404 error page, not just print a polite apology. Luckily, web browsers are very forgiving about such shortcuts, and they will display our simplified responses anyway.

Testing the Request Handler



Before we launch our new website, let’s test our hello-request-handler in the REPL by first viewing a page about lolcats:
> (hello-request-handler "lolcats" '() '())
Sorry... I don't know that page.
Perfect. As you can see, when we ask our request handler for a page other than the greeting page, it just prints an apology. Now let’s try viewing the correct greeting page:
> (hello-request-handler "greeting" '() '())
<html><form>What is your name?<input name='name' /></form></html>
Excellent! Our request handler has generated an HTML form asking the user for a username. Now let’s pass in a parameter for the user’s name, as if the form had been processed and sent to the server:
> (hello-request-handler "greeting" '() '((name . "Bob")))
<html>Nice to meet you, Bob!</html>
Because of the way we designed our web server, it’s very simple to debug a request handler independently in the REPL. We were able to see that hello-request-handler generates the correct responses without actually firing up a web browser.

Launching the Website



Now that we know that our new website is functioning, let’s launch it! But first, we need to make sure that all of the functions discussed in this chapter have been defined in an instance of CLISP. If you haven’t been entering these functions into the REPL as you’ve been reading, you can just save them all into a file called webserver.lisp, and then load them with (load "webserve'").
Once you’ve defined your functions in the CLISP, start the server by entering the following into the REPL:
> (serve #'hello-request-handler)
That’s it! Now you should be able to visit the site in a web browser:
[image: image with no caption]

[image: image with no caption]

As you can see, when you visit our greeting page from a browser (using 127.0.0.1:8080, which will point to port 8080 on the same machine the web browser is running on), you are asked for your name. The server then shows a follow-up page, which greets you by name. This shows that our web server was able to parse out the name from the request parameters, and was able to pass the name to our hello-request-handler function.
We now have a fully functioning web server and request handling infrastructure. In future chapters, we’ll use these tools to create an awesome, graphical, web-based game.


What You've Learned



In this chapter, you created a web server using Common Lisp, and learned the following along the way:
	You can signal conditions in Common Lisp with the error function. You can catch such errors with the handle-case command. If some code absolutely, positively needs to be called no matter what errors occur, you can place this code inside the unwind-protect command.

	A web server processes HTTP requests. The most common type of request is the GET request, used for viewing information. Another common type is a POST request, which is used when submitting web forms, for instance. You can tell the type of request, which page was requested, as well as other information, by looking at the request header. Both GET and POST requests may have request parameters, which can appear either at the end of the requested URL or at the bottom of the request in the request body.




Chapter 13.5. Functional Programming Is Beautiful
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Part IV. Lisp is Science




[image: image with no caption]



Chapter 14. Ramping Lisp Up a Notch with Functional Programming



As you’ve seen in the preceding chapters, Lisp makes it pretty easy to throw together some quick code and build some simple games in no time. However, Lisp’s main claim to fame is as an academic tool, appropriate for tackling the most complicated scientific problems. The fact that it’s also great for hacking is arguably just a side benefit.
In the rest of this book, we’re going to focus on the scientific side of the language, exploring some advanced techniques to build a more sophisticated game that I hope will really blow your mind. It will do things you may never have thought would be possible in a computer program.
In this chapter, you’re going to learn about the first advanced Lisp concept, called the functional programming technique. In the next chapter, we’ll use this technique to build a simple dice wars game, as well as a crude artificially intelligent opponent to play against!
What Is Functional Programming?



We’ve already discussed the concept of functional programming a bit in earlier chapters. The glib answer is that functional programming is “a style of programming where we write all of our code using functions.”
However, we mean something very specific when using the term function in this context—exactly the same thing that mathematicians mean when they use the word function. So, what do mathematicians mean when they use this word?
You probably already know the answer. Try to remember way, way back when you took pre-algebra. If you didn’t fall asleep during that particular lesson, you might remember your teacher drawing something like this on the chalkboard:
[image: image with no caption]

This picture shows that a function has arguments that may go into it, called the domain of the function. The function then takes these arguments and returns a value. This value is said to fall within the range of the function.
Note
Some advanced Lispers will cringe when someone says that a function “returns a value.” This is because Lisp derives from a something called the lambda calculus, which is a fundamental programming-like algebra developed back in the 1930s by Alonzo Church. In the lambda calculus, you “run” a program by performing substitution rules on the starting program to determine the result of a function. Hence, the result of a set of functions just sort of magically appears by performing substitutions; never does a function consciously “decide” to return a value.
Because of this, Lisp purists prefer to say that a function “evaluates to a result.” However, almost everyone else in the programming world likes to say that functions return a value. It’s up to you to decide which way of thinking about functions feels the most natural.

Here are some important properties of mathematical functions that we’ll want our Lisp functions to obey as well:
	The function always returns the same result, as long as the same arguments are passed into it. (This is often referred to as referential transparency.)

	The function never references variables that are defined outside the function, unless we are certain that these variables will remain constant.

	No variables are modified (or mutated, as functional programmers like to say) by the function.

	The purpose of the function is to do nothing other than to return a result.

	The function doesn’t do anything that is visible to the outside world, such as pop up a dialog box on the screen or make your computer go “Bing!”

	The function doesn’t take information from an outside source, such as the keyboard or the hard drive.



If we obey these rules whenever possible, we can say that our code is written in the functional style.
A great example of a true mathematical function is the sine function. Similarly, the sin function in Lisp (which calculates the mathematical sine) is a great example of a Lisp function that obeys the rules of the functional style:
> (sin 0.5)
0.47942555
The sin function always returns the same result, as long as you always pass the same argument (in this case, 0.5) into it. It doesn’t do anything to interact with the outside world. Its entire purpose in life is to return the sine as a value. It obeys all the rules in the preceding list.
Clearly, it would be impossible to write all the code in a computer program in the functional style. For instance, one of the rules stipulates that the computer isn’t allowed to go “Bing!”—who would want to use a computer if it didn’t go “Bing!” once in a while?
[image: image with no caption]

Whenever a piece of code does something that is visible to the outside world, such as go “Bing!” or display a dialog box on the screen, we say that the code causes a side effect. Functional programmers think of such side effects as making your code “dirty.”
The technical term for such dirty code that contains side effects is imperative code. The term imperative implies that the code is written in a “cookbook” style, where you basically say things like “first do this, and then do that.” Like a cookbook, most lines in imperative code perform side effects, such as writing to the screen or modifying a global variable. Imperative code is the opposite of functional code.
This leads us to the central philosophy of functional programming. It states that you should break your program into two parts:
	The first, and biggest part, should be completely functional and free of side effects. This is the clean part of your program.

	The second, smaller part of your program is the part that has all the side effects, interacting with the user and the rest of the outside world. This code is dirty and should be kept as small as possible.



If a piece of code pops up a dialog box, for example, we deem it dirty and banish it to the imperative section of our code. Things like dialog boxes are not really math, and we shouldn’t let them play with our math functions and other clean, functional code.
[image: image with no caption]



Anatomy of a Program Written in the Functional Style



Now that we’ve discussed how functional programming is done, let’s write a simple program that follows this style. Since we want this program to be a typical example of most software, we should figure out what most software in the world actually does. So what do most programs in the world actually do? They keep track of widgets!
[image: image with no caption]

Here’s our entire example program, written in the functional style:
;the clean, functional part
[image: ] (defun add-widget (database widget)
[image: ]   (cons widget database))

  ;the dirty, nonfunctional part
[image: ] (defparameter *database* nil)

[image: ] (defun main-loop ()
[image: ]   (loop (princ "Please enter the name of a new widget:")
[image: ]         (setf *database* (add-widget *database* (read)))
          (format t "The database contains the following: ˜a˜%" *database*)))
As promised, it is split into two parts: the clean part and the dirty part. I did say that the clean part of the program should be much bigger than the dirty part. However, since this example is so short, the dirty part ended up a bit bigger. Usually, you can expect the clean part to be around 80 percent of the actual code.
Note
Some programming languages are even more focused on functional programming than Lisp is. Haskell, for instance, has powerful features that let you write 99.9 percent of your code in a functional style. In the end, however, your program will still need to have some kind of side effect; otherwise, your code couldn’t accomplish anything useful.

So what does our example program do? Well, it basically does what most computer programs in the world are designed to do: It keeps track of widgets in a database!
The database in this example is very primitive. It’s just a Lisp list, stored in the global variable *database*. Since the database is going to start off empty, we initialize this variable and set it to be empty [image: ].
We can call the function main-loop to start tracking some widgets [image: ]. This function just starts an infinite loop, asking the user for a widget name [image: ]. Then, after it reads in the widget, it calls the add-widget function to add the new widget to the database [image: ].
However, the add-widget function [image: ] is in the clean part of the code. That means it’s functional and isn’t allowed to modify the *database* variable directly. Like all functional code, the add-widget function is allowed to do nothing more than return a new value. This means that the only way it can “add” a widget to a database is to return a brand-new database! It does this by simply taking the database passed to it and then consing the widget to the database to create a new database [image: ]. The new database is identical to the previous one, except that it now contains a new widget at the front of the list.
Think of how crazy this sounds on the face of it. Imagine that we’re running an Oracle database server, containing millions of widgets:
[image: image with no caption]

Then, when we add a new widget, the database server accomplishes this by creating a brand-new replica of the previous database, which differs only in that a single new item has been added:
[image: image with no caption]

This would be horribly inefficient. However, in our widgets example, things are not as bad as they may first appear. It is true that the add-widgets function creates a new list of widgets every time it is called, and that repeated calls to this function would make the list longer and longer. However, since every new widget is simply added to the front of the list, it turns out that the tail end of the widget list is identical to the previous version of the list. Hence, the add-widget function can “cheat” whenever it creates a new list, by simply consing a single new widget to the front of the list, and then repurposing the old list as a tail to hold the rest of the items [image: ]. This allows the new list to be created in a way that is fast and also requires very little new memory to be allocated. In fact, the only new memory allocated by add-widget is a single new cons cell to link the new widget to the previous list.
This type of cheating when creating new data structures is a key technique that makes efficient functional programming possible. Furthermore, sharing of structures can be done safely, since one of the tenets of functional programming is to never modify old pieces of data.
So our add-widget function creates a new database for us with the additional item added to it. The main-loop function, in the dirty part of the code, sets the global *database* variable equal to this new database. In this way, we have indirectly modified the database in two steps:
	The add-widget function, which is basically the brains of this program, generated an updated database for us.

	The main-loop function, which was in charge of the dirty work, modified the global *database* variable to complete the operation.



This example program illustrates the basic layout of a Lisp program written in the functional style. Let’s try out our new program to see it in action:
> (main-loop)
Please enter the name of a new widget: Frombulator
The database contains the following: (FROMBULATOR)
Please enter the name of a new widget: Double-Zingomat
The database contains the following: (DOUBLE-ZINGOMAT FROMBULATOR)
...
Remember that you can hit ctrl-C to exit the infinite loop in this example.

Higher-Order Programming



One common stumbling block for programmers learning to write programs in the functional style is that they find it hard to combine different chunks of code to perform a single action. This is called code composition. A programming language should make code composition easy. In other words, it should make it easy for you to take different pieces of code and use them together to solve a task. The most powerful tool for code composition when writing functional code is higher-order programming, which lets you use functions that accept other functions as parameters.
Let’s look at an example to understand why code composition can be a challenge to a beginning functional programmer. Suppose we want to add two to every number in the following list:
> (defparameter *my-list* '(4 7 2 3))
*MY-LIST*
To do this, we will need to write code to traverse the list, as well as write code to add two to a number. These are the two tasks we need to compose.
Code Composition with Imperative Code



One possible naïve (and imperative) way to perform this task is to use a loop:
;For demonstration purposes only. A Lisper would not write code like this.
[image: ] > (loop for n below (length *my-list*)
[image: ]         do (setf (nth n *my-list*) (+ (nth n *my-list*) 2)))
  NIL
  > *my-list*
  (6 9 4 5)
Here, we’re creating a variable n that counts through all the items in the list in a loop [image: ]. We then use setf to add two to the number at the location n in the list [image: ]. This is similar to the sort of code you might write if you were a C programmer. Although it’s pretty ugly, there are positive things that can be said about it:
	Code structured like this is potentially very efficient. It’s space-efficient, since we don’t need to allocate any memory for storing a new list (we’re just munging the old list to increase all the numbers in it by two). And it could also be very time-efficient, if we rewrote this loop to work on an array instead of a list. (Remember that finding the nth item in a list is slow.)

	Code written like this clearly composes the task of looping [image: ] and the task of adding two to a number [image: ]. By putting our code for the addition inside the loop, we are composing these two activities to complete a more complicated goal: adding two to an entire list of numbers.



However, there are obvious downsides to the imperative approach:
	It destroys the original list. This is a problem if we use the *my-list* variable later, and miss the fact that this code has messed up the original values in this list. A Lisper would say that allowing the *my-list* variable to be modified willy-nilly makes this variable a piece of hidden state in the program. Bugs related to hidden state are common in programming languages that encourage imperative-style programming.

	We needed to create a variable n [image: ] to keep track of our position in the list. This makes the code more bulky and also adds more places where bugs could lurk. There’s always a risk that we give n a wrong value or use it incorrectly to access items from the list.




Using the Functional Style



Now let’s see what happens if we rewrite this code in a functional style. Let’s first write it as a beginning functional programmer might, without using higher-order programming:
[image: ] > (defun add-two (list)
      (when list
        (cons (+ 2 (car list)) (add-two (cdr list)))))
  ADD-TWO
  > (add-two '(4 7 2 3))
  (6 9 4 5)
Here, we’re creating a function add-two [image: ], which adds two to the number at the front of the list and then calls itself recursively to build the tail of the list.
This code avoids many of the downsides from the imperative solution. It does not destroy the original list, and it does not require us to use a numeric index. Unfortunately, it also lacks one of the critical benefits of the imperative version: There is no longer a clear delineation between the code that adds two to items in the list and the code that traverses the list. These two activities are now deeply intertwined, which is the reason we needed to create a special function, add-two, to make this solution work. We have lost our ability to compose these two tasks in a clean way.

Higher-Order Programming to the Rescue



If we want to write code for this task in a functional style, but still allow our code to be composable, we’ll need to make use of higher-order functions. Here is how an experienced Lisper would add two to every number in a list:
> (mapcar (lambda (x)
             (+ x 2))
           '(4 7 2 3))
(6 9 4 5)
Now we finally have a version of the code that is functional and allows us to compose the traversal code and the addition code. Here, the traversal is performed by the mapcar function, which is a higher-order function since it applies a supplied function to every member in a list. The addition is performed by a lambda function, which is responsible only for adding two to a number, and is oblivious to the fact that the numbers are in a list. This example shows that higher-order programming can let us write clearly delineated chunks of code and then compose them, without needing to break from the functional style.


Why Functional Programming Is Crazy



We already know one reason why functional programming is crazy: Functional programs can’t really do anything, since they can’t have side effects. As Simon Peyton Jones, a well-known functional programmer, likes to say, “All you can do without side effects is push a button and watch the box get hot for a while.” (Which isn’t technically true, since even the box getting hot is a side effect.)
We’ve seen that we can work around this limitation of functional programming by adding a dirty section to our programs, which is kept separate from the rest of the code and contains all our code that is imperative and not in the functional style. However, recall the problem with the functional style: It can cause code to be extremely inefficient.
Performance has always been a huge concern with functional programs. Having to write code that isn’t allowed to mutate the value of existing variables, but only create new variables, can lead to a huge amount of memory copying and memory allocation, which can slow programs down to a crawl. One way to mitigate this copying and allocation is by using shared structures between different pieces of data in our programs.
Nonetheless, code written in the functional style has other properties that affect performance. For instance, functional code uses a lot of recursion, instead of looping. Using recursion causes the Lisp compiler/interpreter to put a lot of items on the program stack, which can be very slow.
Fortunately, functional programmers have developed optimization techniques that can solve the vast majority of performance problems. These include memoization, tail call optimization, lazy evaluation, and higher-order programming, which we’ll cover in the next few chapters. Using these techniques and others, an experienced functional programmer can write code that is usually comparable in performance to code written in any other style.
However, some types of programs just can’t be written in a purely functional way. For instance, you probably wouldn’t write something like a full-on Oracle-style relational database system in a functional style. Yet, smaller, memory-resident database systems may be able to use purely functional techniques (an example is the HAppS-IxSet available to Haskell programmers at http://happs.org/). So there is really no hard limit as to when functional programming can be used.

Why Functional Programming Is Fantastic



Now that I’ve told you about all the headaches a functional programmer must endure, you may be wondering, “Why would anyone bother to program this way?” The answer is that functional programming has many enticing benefits that make up for these headaches.
Functional Programming Reduces Bugs



Bugs in computer programs usually happen because, under certain circumstances, the code behaves in ways the programmer didn’t expect when the code was written. In functional programming, the behavior of your functions depends on one and only one thing: the arguments explicitly passed into the function. This makes it much easier for a programmer to appreciate all the circumstances a program could possibly encounter, including circumstances that could lead to errors.
Writing functions that depend on only their arguments for their behavior also makes bugs easy to duplicate. If you call a function with the same data passed in through its arguments, it should do the same exact thing every time. This is the property we called referential transparency.

Functional Programs Are More Compact



It turns out a lot of the work in run-of-the-mill computer programs involves creating, initializing, and updating variables. Functional programs don’t do any of this. As we discussed earlier, functional programs make use of higher-order functions, which don’t require us to create tons of temporary variables in our code, and that makes our code more compact.

Functional Code Is More Elegant



The biggest advantage of functional programming is that it brings all of computer programming back to the domain of mathematics. It wouldn’t make sense for a math equation to pop up a dialog box or write to the hard drive. It can be argued that if we get our computer code back to this same level of purity, it will be far more elegant. Additionally, if our code is closer to the world of mathematics, we may be able to use tools in mathematics to write better computer code.
In fact, a lot of research continues to be done in using mathematical proofs to check for the correctness of functional computer programs. Although this research still isn’t to the point where a practical programmer would use such techniques, they may be more common in the future. And, almost certainly, a functional programming style will be essential in making correctness proofs on your code possible.


What You've Learned



In this chapter, we discussed functional programming. Along the way, you learned the following:
	Programs written in the functional style always give the same result when they are given the same values in their arguments.

	Functional programs do not contain side effects. Their whole purpose in life is to just calculate a value to return.

	Programs that are not functional usually read like a cookbook, with statements like, “First do this, and then do that.” This style of programming is called imperative programming.

	A good strategy for writing Lisp programs is to break them into a clean, functional part and a dirty, imperative part.

	Functional programs can be written quickly, are more compact, and tend to have fewer bugs, particularly in the hands of an experienced functional programmer.




Chapter 15. Dice of Doom, a Game Written in the Functional Style



Now we’re finally ready to create a more sophisticated (and fun) computer program in the functional style. As we expand this program throughout the rest of this book, you’ll learn about techniques for writing elegant functional code, while at the same time maintaining strong performance in your programs.
[image: image with no caption]

The Rules of Dice of Doom



Dice of Doom is a game in the same family as Risk, Dice Wars (http://www.gamedesign.jp/flash/dice/dice.html), and KDice (http://kdice.com/). In the beginning, we’re going to keep the rules of Dice of Doom mind-numbingly simple. In later chapters, we’ll expand the rules, until eventually we’ll have a game very similar to Dice Wars.
Here are the simplified rules we’ll start with:
	Two players (named A and B) occupy spaces on a hexagonal grid. Each hexagon in the grid will have some six-sided dice on it, owned by the occupant.

	During a turn, a player can perform any number of moves, but must perform at least one move. If the player cannot move, the game ends.

	A move consists of attacking a neighboring hexagon owned by the opponent. The player must have more dice in her hexagon than the neighboring hexagon in order to attack. For now, all attacks will automatically lead to a win. In future variants, we’ll actually roll the dice for a battle. But for now, the player with more dice just wins automatically.

	After winning a battle, the losing player’s dice are removed from the board, and all but one of the winning player’s dice are moved onto the newly won hexagon.

	After a player is finished making her moves, reinforcements are added to that player’s dice armies. Reinforcements to the player’s occupied hexagons are added one die at a time, starting from the upper-left corner, moving across and down. The maximum number of dice added as reinforcements is one less than the player took from the opponent in her completed turn.

	When a player can no longer take her turn, the game has ended. The player who occupies the most hexagons at this point is the winner. (A tie is also possible.)





A Sample Game of Dice of Doom



Since our implementation of Dice of Doom will include an AI player, we’re going to start with an extremely humble size for our game board. As you probably know, AI code can be very computationally intensive. In our early, very naive version of this game, any board larger than a 2-by-2 grid of hexagons would bring CLISP to its knees!
Here is a complete game, played on a puny 2-by-2 board:
[image: image with no caption]

At the beginning of the game, player A (indicated with black hexagons) possesses the top two hexagons, with three dice on each. Player B occupies the bottom row (indicated by the white hexagons), with three dice and one die, respectively. Player A attacks the lone die with one of his piles. After the attack, one of player A’s dice remains behind, while the others move to the conquered spot. Then player A passes the turn.
[image: image with no caption]

Player B now attacks player A’s two dice with a pile of three. Player B then passes. At this point, player B receives a single reinforcement die on her left hexagon. This is because she killed two of player A’s dice. The reinforcements, as per the rules, consist of the number of dice killed, minus one.
[image: image with no caption]

Player A now attacks with three of his dice and passes. Also, he gets a reinforcement die.
[image: image with no caption]

Player B now has only one legal move, attacking two against one.
[image: image with no caption]

Player A now has the upper hand, killing all of player B’s remaining dice. As you can see, player A is permitted to perform multiple attacks on his turn before passing. The game has ended with player A as the winner.

Implementing Dice of Doom, Version 1



Let’s start coding this game in Lisp. As we discussed in the previous chapter, this game will contain both clean, functional code and dirty, imperative code. You’ll be able to tell in which category a block of code fits by the “clean/functional” or “dirty/imperative” icon next to it.
Defining Some Global Variables



First, we’ll create some global variables that define the basic parameters for our game:
[image: ] (defparameter *num-players* 2)
[image: ] (defparameter *max-dice* 3)
[image: ] (defparameter *board-size* 2)
[image: ] (defparameter *board-hexnum* (* *board-size* *board-size*))
We’re stating that there will be two players [image: ], that the maximum number of dice on a square is three [image: ], and that the board will be 2-by-2 [image: ]. In later versions of Dice of Doom, we’ll increase all of these parameters, to allow for a more challenging game.
Since it’s useful to know the total number or hexagons there are at the current board size, we also define *board-hexnum* [image: ]. Note that even though the grid is made of hexagons, it is still basically a square grid, since the number of hexagons just equals the square of the side of the grid.
Note
In this chapter, every code sample has an associated icon to indicate whether it is made of dirty, imperative or clean, functional code. By the end of this chapter, you should be able to easily tell the difference and have some appreciation for the benefits of each style.


Representing the Game Board



We’re going to represent the game board using a simple list. The hexagons will be stored in this list, starting at the top left, and then moving across and down. For each hexagon, we’ll store a list of two items: a number indicating the current occupant of the hexagon and another number indicating the number of dice at that location.
For instance, here is an example of a game board and the list that encodes it:
[image: image with no caption]

((0 3) (0 3) (1 3) (1 1))
Note that most Lisp programmers like to count starting at zero. Therefore, players A and B are represented with the numbers 0 and 1. This list indicates that player A has three dice on the first hexagon and three on the second. Player B has three dice on the third hexagon and one on the fourth.
When we create our AI player, it will need to be able to look at many hexagons on the board very quickly. Because of this, we’re going to create a second representation of our board in the form of an array. Remember that checking a numeric location (for instance, hexagon 2) in a list requires the nth function, which is potentially slow. Arrays, on the other hand, will allow for very fast lookup at a specific location, even with very large board sizes.
The board-array function converts a board represented with a list to an array for us:
[image: image with no caption]

(defun board-array (lst)
  (make-array *board-hexnum* :initial-contents lst))
When the game begins, we’ll start with a randomized board. Here’s the function that creates a random board:
[image: image with no caption]

(defun gen-board ()
[image: ]   (board-array (loop for n below *board-hexnum*
[image: ]                      collect (list (random *num-players*)
                                       (1+ (random *max-dice*))))))
This function is not in the functional style (as the icon indicates), since it will create a different, random result every time it is called. It generates the board as a list, but then converts the list to our speedier array format when it’s done, using board-array [image: ].
It generates random values using the Lisp function random. This function produces a different random integer every time, greater than or equal to zero, but smaller than the number passed to it. We use our *num-players* and *max-dice* global variables to generate random values for each hexagon [image: ].
Let’s try out the gen-board function:
> (gen-board)
#((0 3) (1 2) (1 3) (0 1))
Remember that the hash mark (#) indicates that we’ve created an array, not a list.
We’ll name our players using letters (just A and B, until we start introducing more players). Here’s a function that converts a player number into a letter:
[image: image with no caption]

(defun player-letter (n)
  (code-char (+ 97 n)))
The code-char function converts an ASCII code into the appropriate character. Let’s call it for player 1 to see the result:
> (player-letter 1)
#\b
Finally, let’s create a function that will take an encoded board and draw it in a pretty way on the screen. It will tilt the board in the same way as our drawings, so it’s obvious which six hexagons neighbor any given hexagon.
[image: image with no caption]

(defun draw-board (board)
[image: ]   (loop for y below *board-size*
          do (progn (fresh-line)
[image: ]                   (loop repeat (- *board-size* y)
                          do (princ "  "))
[image: ]                   (loop for x below *board-size*
[image: ]                         for hex = (aref board (+ x (* *board-size* y)))
                          do (format t "˜a-˜a " (player-letter (first hex))
[image: ]                                               (second hex))))))
Since the whole purpose of this draw-board function is to write stuff to the console, it’s definitely not functional. Let’s look at this function more closely.
The outer loop runs through all the rows of the board, stored in the variable y [image: ]. There are two inner loops. The first inner loop adds the indentation to the left side to give the board that tilted look [image: ]. The second inner loop loops through the columns, stored in the variable x [image: ]. It then uses x and y to calculate the appropriate hex number, and retrieves that hex from the board array using aref [image: ]. Finally, it prints the data in the hex [image: ].
Here’s the output of the draw-board function, as well as a drawing to compare it with:
> (draw-board #((0 3) (0 3) (1 3) (1 1)))
    a-3 a-3
  b-3 b-1
[image: image with no caption]


Decoupling Dice of Doom's Rules from the Rest of the Game



Now we’re ready to write the code that takes care of the guts of our first Dice of Doom implementation. In writing this code, we’re going to employ a powerful functional programming technique: a function pipeline. This means that our game is going to consist of a succession of functions that operate, one after another, on a big chunk of data, which will hold a representation of our game board, making modifications to the structure along the way. A function pipeline will allow us to build a game rule engine that’s 100% decoupled from the rest of the game code. To understand why this is so cool, let’s first consider some of what’s involved in writing a board game with a smart AI player.
For one thing, any computer implementation of a board game will need code that handles the human player’s moves. This part of the code will need to know the rules of the board game and make sure the human player’s move is legal before letting it happen.
We’ll also need to write the AI code. And in order for the AI player to pick a move, it needs to know all the rules of the board game.
Notice something? Both of these separate parts of our game engine need to understand the rules of the game! Clearly, what we want to do is break our game code into three big pieces:
	The handling of the human’s moves

	The AI player

	The rule engine



One piece handles the player’s moves. Another is the code for the AI player. Both of these then talk to some code that understand the rules, sort of a “rule engine.” Is this kind of design possible?
In a traditional, imperative programming style, it would be very difficult to write a program like this. Most imperative game engines duplicate the code that “understands the rules,” because of the complexity of writing fully decoupled components in an imperative language. The reason for this is that a board game requires a lot of context—every move is dependent on what moves preceded it. This means that every time the AI module or player-handling module needs to check the rules, it must tell the “rule code” the current context in detail. Both would need to tell the rule code that “It’s player so-and-so’s turn and the game board looks like such-and-such.” Without this information, the rule code can’t tell whether or not a move is legal.
Passing around this context requires tons of tedious bookkeeping code everywhere, is error-prone, and is inefficient. It’s inefficient because, with a naive design, the player-handling code may check the legality of moves the AI code had already explored and found legal.
Using functional programming, however, we can decouple these three concerns entirely in our program. We will be able to do this without bookkeeping code and in a way that avoids duplication any legality calculations. We will accomplish this by encoding our rule code in a lazy game tree!
Note
The basic approach we’re using—programming a game in the functional style using a lazy game tree and a function pipeline—is described in the classic paper “Why Functional Programming Matters” by John Hughes (http://www.scribd.com/doc/26902/whyfp/).

In this chapter, we’ll be creating a game tree that is not yet lazy. You’ll need to wait until Chapter 18 to understand lazy programming and what a lazy game tree will look like. That’s also when you’ll be able to fully appreciate how cool this architectural design really is.
[image: image with no caption]


Generating a Game Tree



The entire rule set for our game is encoded in the following master function:
[image: image with no caption]

[image: ] (defun game-tree (board player spare-dice first-move)
[image: ]   (list player
          board
[image: ]         (add-passing-move board
                            player
                            spare-dice
                            first-move
[image: ]                           (attacking-moves board player spare-dice))))
The game-tree function builds a tree of all possible moves, given a certain starting configuration. This function will be called only a single time at the beginning of the game. It will then recursively build a tree of all possible moves for the game, down to the final winning positions. The other parts of our game will then elegantly traverse this tree in order to conform to the rules of the game.
In order to calculate the legal possible moves of the game tree from a given context, the function needs four pieces of data passed to it as arguments [image: ]:
	What the board looks like

	The current player

	How many dice have been captured by the player in the player’s current turn, which is needed to calculate any future reinforcements, as per our rules

	Whether the current move is the first move for the current player, because a player can’t pass a turn without first making at least one move



As the game-tree function creates the tree, it will put information about the current board and current player at every branch [image: ]. The subbranches will then hold all the legal follow-up moves from the current branch:
[image: image with no caption]

There are two types of legal moves possible for players: attack a hexagon or pass their turn to the next player (assuming they’ve already attacked at least once already). The passing move is added to the list of legal moves through the add-passing-move function [image: ]. The attacking moves are added to the list through the attacking-moves function [image: ]. Let’s look at these functions next.

Calculating Passing Moves



Here is the function that adds the passing moves to the game tree:
[image: image with no caption]

[image: ] (defun add-passing-move (board player spare-dice first-move moves)
[image: ]   (if first-move
[image: ]       moves
[image: ]       (cons (list nil
[image: ]                   (game-tree (add-new-dice board player (1- spare-dice))
[image: ]                              (mod (1+ player) *num-players*)
                                     0
                                     t))
            moves)))
The job of this function is to add a passing move to the tally of moves, if passing is permitted. The current list of moves is passed in to this function [image: ], and then the function will return the expanded list of moves. If the move is the first move in a player’s turn [image: ], no passing is allowed, and we just return the unaltered list [image: ]. Otherwise, we add a new move to the list.
Every move in our game tree consists of two parts:
	The first part is a description of the move. Since we’re just passing in this move, we’ll set the description to nil [image: ].

	The second part of the move is an entirely new game tree, which holds the entire universe of moves that exists after this move has been performed. We create this by recursively calling game-tree again [image: ]. Since this is the end of the player’s turn, the player may receive dice as reinforcements. So, we update the board sent to this new game-tree call with the add-new-dice function [image: ].



Of course, we also will need to change the current player, since a new person’s turn is now starting. We do this by adding one to the current player number and taking the modulus of the result, with the total number of players as the denominator [image: ]. Changing a player in this fancy way will allow the code to work, even when we increase the number of players in the game in future versions.

Calculating Attacking Moves



Here is the function that adds the possible attacking moves to the game tree:
[image: image with no caption]

(defun attacking-moves (board cur-player spare-dice)
[image: ]   (labels ((player (pos)
               (car (aref board pos)))
[image: ]            (dice (pos)
               (cadr (aref board pos))))
[image: ]     (mapcan (lambda (src)
[image: ]               (when (eq (player src) cur-player)
[image: ]                 (mapcan (lambda (dst)
                            (when (and (not (eq (player dst) cur-player))
[image: ]                                 (> (dice src) (dice dst)))
                            (list
[image: ]      (list (list src dst)
[image: ]            (game-tree (board-attack board cur-player src dst (dice src))
                        cur-player
                        (+ spare-dice (dice dst))
                        nil)))))
[image: ]                        (neighbors src))))
              (loop for n below *board-hexnum*
                    collect n))))
The attacking-moves function is a bit more complicated than the add-passing-move function. It’s responsible for scanning the current game board and figuring out what moves the current player is legally allowed to perform.
Since it must spend a lot of time figuring out who the player is on a given hexagon, we first write a convenience function called player that returns the player for a given board position [image: ]. We write a similar function to get the number of dice on a given hexagon [image: ].
Next, we need to scan the board top to bottom and find out which squares the current player occupies. For each occupied square, there may be one or more legal attacks starting at that position. Since the number of attacks from any hexagon may vary, we use mapcan to scan the board [image: ]. Remember that mapcan lets each hexagon we scan return its results as a list. Then mapcan concatenates these lists together. This way, any scanned hexagon can contribute zero to n moves to the list.
Within the lambda function used by the mapcan, which gets called for every hexagon, we first want to check whether the current player occupies this hexagon [image: ]. Then we want to check all of its neighbors to see if any of them present a viable attack. We do this with another mapcan [image: ]. We’ll figure out the neighbors to this hexagon by using the neighbors function, which we’ll write shortly [image: ].
How do we decide if a hexagon can be an attack destination? Well, it must be a hexagon we don’t already own, plus (as per the rules) the source hexagon needs to have more dice than the destination hexagon [image: ]. If we have found a legal attack move, we then describe the move [image: ]. The description is simply a list of the source position and the destination position. We then (as with passing moves) recursively generate another game tree that describes what happens if the move is executed [image: ].

Finding the Neighbors



Next, let’s create the function that calculates the neighboring hexagons to a given hexagon:
[image: image with no caption]

(defun neighbors (pos)
    (let ((up (- pos *board-size*))
          (down (+ pos *board-size*)))
[image: ]     (loop for p in (append (list up down)
[image: ]                            (unless (zerop (mod pos *board-size*))
                               (list (1- up) (1- pos)))
[image: ]                            (unless (zerop (mod (1+ pos) *board-size*))
                               (list (1+ pos) (1+ down))))
[image: ]                 when (and (>= p 0) (< p *board-hexnum*))
                  collect p)))
Every hexagon on the board may have up to six neighbors, or fewer, if the hexagon is on an edge of the board. We build up a list of possible neighbors in a loop [image: ], and then collect the ones with position numbers that aren’t off the edge of the board [image: ]. Also, since our position numbers wrap from row to row, we need to make sure we don’t look to the left if we’re on the left edge of the board [image: ] or look to the right if we’re on the right edge of the board [image: ].
This function is marked clean (it is in the functional style), but nonetheless contains a loop. Usually, looping goes against the tenets of functional programming. However, many Lispers consider it kosher to use a loop in functional code if all it does is collect some values, since it really isn’t mutating any values or producing any other side effects. So, we will allow ourselves to use such loops in the functional-style part of this game.
Let’s try out our neighbors function:
> (neighbors 2)
(0 3)
[image: image with no caption]

As you can see, it correctly tells us that hexagon 2 neighbors hexagons 0 and 3.

Attacking



Now let’s write our board-attack function:
[image: image with no caption]

(defun board-attack (board player src dst dice)
[image: ]   (board-array (loop for pos
[image: ]                      for hex across board
[image: ]                      collect (cond ((eq pos src) (list player 1))
[image: ]                                    ((eq pos dst) (list player (1- dice)))
[image: ]                                    (t hex)))))
This is a function that figures out what happens if the hexagon src attacks the hexagon dst. It works by looping across the board, keeping track of the current position [image: ] and the contents in the hexagon at that position [image: ]. If the current hexagon is the source hexagon, we just place a single die in that place; as per our rules, a single die is left behind after an attack [image: ]. If the current hexagon is the destination position, we place the remaining dice there, subtracting the one left behind [image: ]. In other cases, we just collect the very same hex [image: ].
Let’s try out our board-attack function:
> (board-attack #((0 3) (0 3) (1 3) (1 1)) 0 1 3 3)
#((0 3) (0 1) (1 3) (0 2))
[image: image with no caption]

As you can see, attacking from hexagon 1 to 3 causes board-attack to properly update the game board, so that one die remains on the old square and two are on the new, conquered square.
Note
Many of the functions in this chapter have inefficiencies to keep things simple. We’ll fix many of these in future versions of the game.


Reinforcements



To add the reinforcements to the board, we need to scan across the game board, find occupied spots that can accommodate another die, and add the die there. Of course, the number of reinforcements is limited based on how many opponent dice the player captured in the last turn. Because of this, we’ll need to keep a running tally of how many reinforcement dice remain.
The most obvious way to track the remaining dice would be to have a remaining-dice variable, and decrement this every time a die is placed. However, having a die that is decremented (mutated) would not be in line with the functional style.
Therefore, instead, we’re going to write our add-new-dice function using a local recursive function, which will also maintain this running count of dice.
Here is this add-new-dice function:
[image: image with no caption]

(defun add-new-dice (board player spare-dice)
[image: ]   (labels ((f (lst n)
[image: ]              (cond ((null lst) nil)
[image: ]                    ((zerop n) lst)
                 (t (let ((cur-player (caar lst))
                          (cur-dice (cadar lst)))
[image: ]                     (if (and (eq cur-player player) (< cur-dice *max-dice*))
                          (cons (list cur-player (1+ cur-dice))
[image: ]                               (f (cdr lst) (1- n)))
[image: ]                         (cons (car lst) (f (cdr lst) n))))))))
[image: ]     (board-array (f (coerce board 'list) spare-dice))))
The first thing add-new-dice does is define a local function named f [image: ]. This function will be our list-eater that goes through the hexagons of the board and spits out a new list that includes the reinforcements. Since our board is actually stored in an array for efficiency reasons, we convert our array into a list with the coerce function before calling f [image: ].
Inside the function f, we must consider three situations:
	That we’re at the end of the board. In this case, the reinforced board will also be completed, so we just return nil [image: ].

	That we’re out of spare-dice to add to add as reinforcements. In this case, the rest of the board will just be the same as before, so we can just return the remainder of the list as the new board [image: ].

	Neither of the preceding situations. In all other cases, we need to analyze the current hexagon and decide whether a reinforcement should be added in it. We check whether the current player occupies that hexagon and whether we have less than the maximum number of dice on that square [image: ]. If this is the case, we add a new die on the hexagon and call f against the rest of the board, recursively [image: ]. Otherwise, we leave the current hexagon unchanged and proceed by recursively calling f against the rest of the board [image: ].



Let try adding reinforcements to a board:
> (add-new-dice #((0 1) (1 3) (0 2) (1 1)) 0 2)
#((0 2) (1 3) (0 3) (1 1))
As you can see, add-new-dice properly placed two reinforcement dice for player A (player 0).

Trying Out Our New game-tree Function



We have now written all the code needed to create a comprehensive game tree of our simplified version of Dice of Doom. But be careful! A game tree of most board games is excruciatingly large. Even on a 2-by-2 board, our game may consist of hundreds of possible moves. You’ll want to call the game-tree function only on a game board that is near the end of play, or you’ll be watching helplessly as the CLISP REPL prints out a humongous tree showing all the possible ways in which a game may progress.
Here is a safe board position for you to try out:
[image: image with no caption]

> (game-tree #((0 1) (1 1) (0 2) (1 1)) 0 0 t)
[image: ] (0
[image: ]  #((0 1)(1 1) (0 2) (1 1))
[image: ]  (((2 3)(0
             #((0 1) (1 1) (0 1) (0 1))
[image: ]            ((NIL(1
                     #((0 1) (1 1) (0 1) (0 1))
                     NIL)))))))
The game tree first lists the current player number [image: ], the layout of the board [image: ], and then the legal moves for that context. For the initial board position, at the beginning of player A’s turn, there is only one possible move: The player can move from hexagon 2 to hexagon 3, capturing player B’s die in that spot [image: ]. After that, the player can pass. Player B now has no move available. Since this player’s game tree has no available moves listed [image: ], the game has ended, with a win for player A.

Playing Dice of Doom Against Another Human



Now that we’ve completely captured the universe of Dice of Doom in our comprehensive game-tree function, it’s simple to create a human versus human version of this game. All we need to do is create some functions that travel down the game tree as players choose their moves.
The Main Loop



Here is the function that travels down the game tree, allowing two humans to play Dice of Doom:
[image: image with no caption]

(defun play-vs-human (tree)
[image: ]   (print-info tree)
[image: ]   (if (caddr tree)
[image: ]       (play-vs-human (handle-human tree))
[image: ]     (announce-winner (cadr tree))))
This function, play-vs-human, is the main loop of our game. It accepts a tree describing the starting position of the board.
First, it calls a function named print-info, which will draw the board on the screen, along with other helpful information about the current state of the game [image: ]. Next, we need to check if any follow-up moves exist. These follow-up moves would be listed starting at the caddr position of the game tree [image: ].
If follow-up moves are available, we call the function handle-human, which will interact with the current player to help him pick his new move. This handle-human function will then return the subbranch of the tree that represents the player’s choice. We can then recursively pass this subbranch into play-vs-human to proceed with the game [image: ].
If no follow-up moves are available, the game has officially ended. We then call the announce-winner function, which, appropriately, will announce the winner [image: ].

Giving Information About the State of the Game



Here is the print-info function, which describes the status of the current node in the game tree:
[image: image with no caption]

(defun print-info (tree)
  (fresh-line)
[image: ]   (format t "current player = ˜a" (player-letter (car tree)))
[image: ]   (draw-board (cadr tree)))
This function displays two important pieces of information on the REPL. First, it shows who the current player is [image: ]. Then it prints out a pretty version of the game board with the draw-board function [image: ].

Handling Input from Human Players



Next is the function that lets humans choose their next move. It displays a very helpful, numbered menu of all currently available moves for the player to choose from.
[image: image with no caption]

(defun handle-human (tree)
    (fresh-line)
    (princ "choose your move:")
    (let ((moves (caddr tree)))
[image: ]     (loop for move in moves
[image: ]           for n from 1
            do (let ((action (car move)))
                 (fresh-line)
[image: ]                (format t "˜a. " n)
[image: ]                (if action
[image: ]                    (format t "˜a -> ˜a" (car action) (cadr action))
[image: ]                    (princ "end turn"))))
      (fresh-line)
[image: ]     (cadr (nth (1- (read)) moves))))
To display the list of available moves, we use a loop that traverses all the available moves and prints a description about each one [image: ]. This loop is not functional, since it prints stuff on the screen for the player to read. We print a counting number in front of each move [image: ] using the variable n, which counts from 1 inside our loop [image: ].
Each move has an action value associated with it. If the action is non-nil [image: ], then the action is an attack, where the action value describes the source and destination hexagons of the attack. We print such attacking action using the format command [image: ].
We use an empty action value to represent the passing move. In that case, we just princ “end turn” to describe this move [image: ].
After the available moves have been displayed, we use read to read in the player’s choice. With the nth function, we can then select that branch of the game tree and return it from our handle-human function [image: ].

Determining the Winner



The task of announcing the winner can be nicely broken into a clean/functional and a dirty/imperative part.
The clean part concerns the task of calculating the winning player. We want to calculate this in a way that can handle more than just two players, since our game will allow for more in the future. Also, the function must be cognizant of possible ties.
To accomplish this, we’ll write a function called winners that returns a list of one or more players who captured the maximum number of hexagons at the end of the game. If there is a tie, it will simply return all the players who share first place, in terms of the total count of occupied spaces for all players. With this design, the function will work for any number of players and will elegantly handle ties. This is what the winners function looks like:
[image: image with no caption]

(defun winners (board)
[image: ]   (let* ((tally (loop for hex across board
                        collect (car hex)))
           (totals (mapcar (lambda (player)
[image: ]                            (cons player (count player tally)))
[image: ]                          (remove-duplicates tally)))
[image: ]          (best (apply #'max (mapcar #'cdr totals))))
[image: ]     (mapcar #'car
[image: ]             (remove-if (lambda (x)
                           (not (eq (cdr x) best)))
                         totals))))
We calculate the winner for a given ending board position in four steps.
	First, we build up a tally of who occupies each hexagon on the board [image: ]. With the across loop construct, we can traverse the array of the ending board directly and collect the occupier of each hexagon.

	Second, we need to count the total number of squares each player has captured, using this tally. The totals variable will be an alist of player->spaces pairs. We build this alist by finding all players who have at least one entry in the tally with remove-duplicates [image: ]. We can map across this and then create a count for each occupier [image: ].

	Third, we want to find what the maximum number of occupied hexagons for a single player is. We do this by stripping the counts from our alist by mapping cdr across the list [image: ]. We then apply max to this list to find the largest number of occupied spaces for a single player.

	Finally, we need create a list of all the “best” players. We do this by stripping out all but the best from our totals using the remove-if function [image: ]. We then just pull out the player numbers for the best players by mapping car across the list of bests [image: ].



Next, let’s write the dirty announce-winner function:
[image: image with no caption]

(defun announce-winner (board)
    (fresh-line)
[image: ]   (let ((w (winners board)))
[image: ]     (if (> (length w) 1)
[image: ]       (format t "The game is a tie between ˜a" (mapcar #'player-letter w))
[image: ]       (format t "The winner is ˜a" (player-letter (car w))))))
This function is rather simple. First, we calculate the winners by calling our earlier function [image: ]. Then we check if there is more than one winner [image: ] (a tie). For ties, we print a special message [image: ]. Otherwise, we just announce a single winner [image: ].

Trying Out the Human vs. Human Version of Dice of Doom



We now have a completely playable game of dice of doom. Here is an example game from start to finish:
> (play-vs-human (game-tree (gen-board) 0 0 t))
current player = a
    b-2 b-2
  a-2 b-1
choose your move:
1. 2 -> 3
1
current player = a
    b-2 b-2
  a-1 a-1
choose your move:
1. end turn
1
current player = b
    b-2 b-2
  a-1 a-1
choose your move:
1. 0 -> 2
2. 0 -> 3
3. 1 -> 3
1
current player = b
    b-1 b-2
  b-1 a-1
choose your move:
1. end turn
2. 1 -> 3
1
current player = a
    b-1 b-2
  b-1 a-1
The winner is b



Creating an Intelligent Computer Opponent



As we discussed when we were designing the game tree code for Dice of Doom, having a separate game tree generator makes it easy to add an AI player to a game engine. In fact, we’re now going to add a computer player that can play an absolutely perfect game with only 23 additional lines of code!
So how does an AI player decide to make a move? We’ll use the following strategy:
	Look at each available move.

	Give a point rating to the board position resulting from each move.

	Pick the move with the maximum point rating.



This sounds like a simple plan, but there is one step in this algorithm that’s pretty tricky: calculating the best point rating for a given board position.
If a move leads immediately to a win, it’s easy to give a point rating to that move—any winning move clearly deserves a very high point rating. However, most moves in a game cannot lead to an immediate win. In those cases, in order to determine if the result of a set of moves deserves a good point rating, we need to figure out what the opponent player will do in response.
But how will we know what the opponent player will decide to do? If we’re not careful, we’ll end up in an ugly impasse where we say, “He thinks that I think that he thinks that I think . . .” in order to calculate a meaningful point value for a given board position. How do we account for the opponent’s behavior without giving ourselves a headache?
[image: image with no caption]

The Minimax Algorithm



It turns out that for a two-player board game, a simple method exists to model what an opponent will do. We simply accept the truism “What is good for my opponent is bad for me.” This means we can use the following approach to model a move for the opponent:
	Look at each available move.

	Give a point rating to the board position resulting from each move.

	Pick the move with the minimum point rating.



This algorithm for estimating what an opponent will do is identical to the one used for the primary player, except that in step 3, we pick the move with the minimum instead of maximum rating. The benefit of this approach, called the minimax algorithm, is that we use the same point ratings when working out the opponent’s moves that we use for the primary AI player, but then just tweak the third step a little to adjust.
This is crucial: It turns out that if we can avoid calculating separate ratings for ourselves as for our opponent in the game, then searching down the game tree for good moves becomes dramatically easier and faster.
Note
The basic minimax algorithm works only in two-player games. When three or more players are involved in a game, we can’t really say that “What is good for my opponent is bad for me” is completely true any more. This is because an additional truism becomes important: “The enemy of my enemy is my friend.” This means that some of my opponents may, at times, act as a friend by making moves that harm a common enemy, while not affecting me directly. We’ll discuss this issue more in Chapter 20.


Turning Minimax into Actual Code



Now we’re ready to put the minimax idea into practice, like so:
[image: image with no caption]

(defun rate-position (tree player)
    (let ((moves (caddr tree)))
[image: ]     (if moves
        (apply (if (eq (car tree) player)
[image: ]                #'max
[image: ]              #'min)
[image: ]              (get-ratings tree player))
[image: ]       (let ((w (winners (cadr tree))))
          (if (member player w)
[image: ]             (/ 1 (length w))
[image: ]           0)))))
The rate-position function generates a numeric point rating for a given branch of the game tree. In order to do this, we first need to figure out if there are any moves available from the given position [image: ] (that is, the current move is not an ending move in the game).
If moves are available, we’ll need to look at all the subsequent moves to decide how to rate the current position. We accomplish this by calling get-ratings [image: ], a function that will return the point rating of each follow-up move. As per minimax, we will then pick either the best (max) [image: ] or worst (min) [image: ] rating of all the follow-up moves, depending on whether the move being rated is for the AI player or its opponent.
If, on the other hand, there are no follow-up moves, we’ll need to check who the winner is for the current board position [image: ]. If the player isn’t among the winners of this position, we can give the position the minimum rating of 0 [image: ]. Otherwise, we’ll divide one by the number of winners to determine our rating [image: ]. By doing this, we also give a meaningful rating for ties. If the player is the sole winner, the rating, using this formula, will be the maximum value of 1. For a two-player tie, the rating will be a sensible 0.5.
Here is what the get-ratings function looks like:
[image: image with no caption]

(defun get-ratings (tree player)
  (mapcar (lambda (move)
          (rate-position (cadr move) player))
        (caddr tree)))
This function simply maps rate-position across each available follow-up move for the given branch of the tree.

Creating a Game Loop with an AI Player



Earlier, we wrote a function called handle-human that interacted with a human to decide on a move in the game. Here is an analogous function, handle-computer, that interacts with our AI player to choose a move:
[image: image with no caption]

(defun handle-computer (tree)
[image: ]   (let ((ratings (get-ratings tree (car tree))))
[image: ]     (cadr (nth (position (apply #'max ratings) ratings) (caddr tree)))))
This handle-computer function is quite straightforward. First, we get the ratings of each available move [image: ]. Then we pick the move that is rated the highest [image: ].
Finally, let’s create a function that handles the main loop for playing against the computer. This one is analogous to our earlier play-vs-human function:
[image: image with no caption]

(defun play-vs-computer (tree)
[image: ]   (print-info tree)
[image: ]   (cond ((null (caddr tree)) (announce-winner (cadr tree)))
[image: ]       ((zerop (car tree)) (play-vs-computer (handle-human tree)))
[image: ]       (t (play-vs-computer (handle-computer tree)))))
As with the play-vs-human function, play-vs-computer first prints out information about the current state of the game [image: ]. If no more moves are available, it then calls the announce-winner function [image: ].
Next, we need to check who the current player is. By convention, we’ll have the human be player A (player 0). If the player number is 0, we call our old handle-human function to let the human decide on her move [image: ]. Otherwise, we treat the player as an AI player and use the handle-computer function to decide on a move [image: ].
We have now written a fully functional AI engine for Dice of Doom!

Playing Our First Human vs. Computer Game



The following is an example game playing against the computer AI. The computer plays an optimal game and wins.
> (play-vs-computer (game-tree (gen-board) 0 0 t))
current player = a
    a-3 b-3
  a-2 b-2
choose your move:
1. 0 -> 3
1
current player = a
    a-1 b-3
  a-2 a-2
choose your move:
1. end turn
1
current player = b
    a-2 b-3
  a-2 a-2
current player = b
    b-2 b-1
  a-2 a-2
current player = a
    b-3 b-1
  a-2 a-2
choose your move:
1. 3 -> 1
1
current player = a
    b-3 a-1
  a-2 a-1
choose your move:
1. end turn
1
current player = b
    b-3 a-1
  a-2 a-1
current player = b
    b-1 a-1
  b-2 a-1
current player = b
    b-1 a-1
  b-1 b-1
current player = a
    b-2 a-1
  b-2 b-1
The winner is b


Making Dice of Doom Faster



The functional programming style can lead to slow code, at least in the hands of a novice programmer. We used the functional style to develop the core of Dice of Doom. Hence, this first version of our game is excruciatingly inefficient. We had to limit our game to a 2-by-2 board to make it playable. But now we can increase our board size to 3-by-3, as we optimize our game engine.
Let’s increase the parameters controlling the board size to make this happen. You may not want to play a game at this new size until you’ve implemented all the optimizations throughout the rest of this chapter, unless you are an extremely patient person and don’t mind having the computer take minutes building the initial game tree and deciding on moves.
(defparameter *board-size* 3)
(defparameter *board-hexnum* (* *board-size* *board-size*))
There, we’ve upgraded the board size to 3 by 3.
The rest of this chapter covers some important techniques for optimizing functional code. These techniques apply to all programs written in the functional style, which includes Dice of Doom. In later chapters, we’ll add other optimizations. Eventually, we’ll be able to play against an AI player on much more spacious boards, while still having elegant code written in the functional style.
Closures



Before we start optimizing Dice of Doom, there is an important Lisp programming concept we need to discuss: closures. Closures are extra bits of data from the outside world that are captured whenever a lambda function is created. To understand the hows and whys of capturing variables in a closure, consider the following example:
> (defparameter *foo* (lambda ()
[image: ]                         5))
  *FOO*
[image: ] > (funcall *FOO*)
  5
In this example, we’re creating a new, unnamed function [image: ], and then setting *foo* equal to this function. Next, we call this function using the funcall command [image: ]. As you would expect, the value returned from this function is 5. All the lambda function does is return this number.
Next, consider this more interesting example:
[image: ] > (defparameter *foo* (let ((x 5))
                        (lambda ()
[image: ]                              x)))
  *FOO*
This version of foo is exactly the same as the previous version of *foo*, except that we first declare a local variable x [image: ], which is set to 5. Then, in the body of the lambda, we return x [image: ]. So, what do you think will happen if we call this new version of *foo*?
The reason this is a tough question is that x is declared as a “local” variable. However, x (apparently) no longer exists once we call *foo*, since we’re already long past the point where we’re evaluating the body of the let expression.
Let’s try it out and see what happens:
> (funcall *foo*)
5
Holy cow! Somehow the lambda expression we created remembered what x was at the time it was created. The variable x, which we previously thought of as a local variable, has somehow managed to live on past the block in which it was created!
When we first covered let expressions in Chapter 2, you learned that advanced Lispers prefer to call variables created with a let expression lexical variables. Now you can see why: A variable created in this way does not need to be local, if it is captured in a closure, by using the variable in a lambda expression.
To understand how closures work, remember that Lisp uses garbage collection. In fact, it was the first language to have this feature. Garbage collection means that you never have to “free” variables (as you do in C programming). The Lisp compiler/interpreter is smart enough to know when variables are no longer in use and destroys them automatically.
Garbage collection will happen at some arbitrary future time after you’ve exited a let expression. Periodically, Lisp will search its memory for items that are no longer referenced anywhere and can therefore be safely destroyed. If Lisp notices that a variable defined in a let is no longer used by anything, it will destroy that variable.
However, if you create a lambda expression within the let expression (as we did in the previously), it’s possible for those variables to live on, being referenced from within the lambda expression. In that case, the garbage collector will leave those variables alone. Basically, you’ve created variables that are permanent—at least as long as the lambda expression doesn’t fall out of use and get garbage collected.
You can do a lot of cool things using closures. They’re often used for caching small pieces of information between uses of a function. For instance, here a function that remembers what line number is currently being printed:
[image: ] > (let ((line-number 0))
[image: ]     (defun my-print (x)
[image: ]       (print line-number)
        (print x)
[image: ]       (incf line-number)
        nil))
  MY-PRINT
  > (my-print "this")
  0
  "this"
  nil
  > (my-print "is")
  1
  "is"
  nil
  > (my-print "a")
  2
  "a"
  nil
  > (my-print "test")
  3
  "test"
  nil
In order to keep track of the line number, we first create a lexical variable named line-number [image: ]. Next, we declare our my-print function using defun [image: ], in the body of the let. This command will create a lambda function behind the scenes, therefore letting us also generate a closure.
Within the body of the my-print function, we can then print the line-number [image: ], and even mutate it using incf [image: ]. (incf just adds one to a variable.) Because the line-number variable is captured in the closure, it can “live on” between calls to my-print, allowing us to count line numbers.

Memoization



The first optimization we’re going to perform is called memoization. This technique makes use of closures. Memoization works only for functions written in the functional style. As you know, the behavior of a function in the functional style depends only on the arguments passed into it. Also, the only action of a function in the functional style is to calculate a value to return to the caller.
This suggests an obvious optimization: What if we remember the arguments and result of each call of this function? Then, if the function ever gets called again with the same arguments, we won’t need to recalculate the result. Instead, we can simply return the precalculated result.
Several functions in Dice of Doom can benefit from memoization.
Memoizing the neighbors Function



Let’s start with the neighbors function, which lets us know which hexagons on the board can be attacked from a given location:
> (neighbors 0)
(3 1 4)
What neighbors is telling us is that if we want to attack other hexagons on the board from hexagon 0, we can reach only hexagon 3, 1, or 4 (based on our new 3-by-3 board size).
As you may remember, the neighbors function needed to do all kinds of ugly checking for the edges of the board, since hexagons along the edges are limited in the hexagons they can attack. However, since the shape of the board never changes mid-game, these numbers never change for a given board position. This makes neighbors a perfect candidate for memoization! Here is the code that accomplishes this:
[image: ] (let ((old-neighbors (symbol-function 'neighbors))
[image: ]       (previous (make-hash-table)))
[image: ]   (defun neighbors (pos)
[image: ]     (or (gethash pos previous)
[image: ]         (setf (gethash pos previous) (funcall old-neighbors pos)))))
Let’s dissect this code to make sense of what’s happening. First, we save the old version of the neighbors function in a local variable named old-neighbors [image: ]. The symbol-function command simply retrieves the function bound to a symbol. Using symbol-function here allows us to retain access to the old value of neighbors, even if we define a new function with the same name, as we’ll do shortly.
Next, we define a local variable previous [image: ], which will hold all previous arguments and results the function has ever seen. This can be represented as a hash table, where the arguments are the hash key and the results are the values.
Now we define a new neighbors function that will override the old definition of neighbors [image: ]. This new definition will add memoization to the old version of the function. Then we look up the argument pos in the hash table and return it, if available [image: ]. Otherwise, we call the old definition of the function (that’s why we needed to create the old-neighbors lexical variable) and add this new argument/result pair to the hash table [image: ]. Since setf returns the value being set, this command will also cause this newly calculated result to be returned to the caller of neighbors.
Note
Be careful not to declare the memoized version of the neighbors function more than once, without also redeclaring the original version of the function. Otherwise, the neighbors function will be wrapped in multiple unsightly layers of memoization, since there are no checks if the memoization has already been done.


Memoizing the Game Tree



The biggest payoff by far for memoization in our program will be in the game-tree function. This makes sense, if you think about how a board game works. Very often, you can get the same board positions in a board game by performing the same moves in a slightly different order. In our naive version of the game-tree function, every different move sequence leads to a completely different branch in the game tree that we need to build in a totally repetitive and inefficient way.
In the memoized version of the game-tree code, the function can say to itself, “Hey, I’ve seen that board position before!” and can then share branches of the game tree. Here is a memoized version of game-tree that does this:
(let ((old-game-tree (symbol-function 'game-tree))
[image: ]       (previous (make-hash-table :test #'equalp)))
    (defun game-tree (&rest rest)
      (or (gethash rest previous)
        (setf (gethash rest previous) (apply old-game-tree rest)))))
As you can see, this memoization is virtually identical to the one we used for the neighbors function. The only difference is that we’re setting the hash table to use equalp instead of eql (the default) for the test on the key [image: ].
This is because the key (that is, the arguments to game-tree) contains the game board, in the form of an array. If we change the test function to be equalp, then Lisp will check every hexagon on the board and make sure it matches before using a previous calculation.

Memoizing the rate-position Function



Another function that will benefit greatly from memoization is the rate-position function. Here it is, memoized:
(let ((old-rate-position (symbol-function 'rate-position))
[image: ]       (previous (make-hash-table)))
    (defun rate-position (tree player)
[image: ]     (let ((tab (gethash player previous)))
[image: ]       (unless tab
[image: ]         (setf tab (setf (gethash player previous) (make-hash-table))))
        (or (gethash tree tab)
[image: ]           (setf (gethash tree tab)
                  (funcall old-rate-position tree player))))))
We need to do something a bit special for the memoization on this function to work correctly, because of the tree argument passed into rate-position. The game tree is potentially huge, so we need to make sure we never compare a game tree object with equal (or a similar comparison function that is slow with large lists). Instead, we want to compare it with eql. Because of this, we handle the memoization of each of the two parameters to rate-position (tree and player) separately. We accomplish this by having nested hash tables.
First, we create an outer hash table with the default eql test [image: ]. Then, we define a tab variable that looks up one of our variables (player) in the outer hash table [image: ], to retrieve an inner hash table. If tab is not found in the outer hash table [image: ], we’ll create a new, empty inner hash table, storing it in the outer hash table with the same key [image: ]. The rest of the function is similar to our previous examples, except that we’re now using our inner hash table, with the tree argument as a key [image: ].
This memoization will bring us a step closer to having larger, and more fun, boards for Dice of Doom.
Note
You use memoization for optimizing the performance of code written in the functional style. However, memoization code is not, in itself, written in the functional style. It cannot be, since it requires you to maintain and update a table of previous calls to the target function.



Tail Call Optimization



The next technique we’re going to use to optimize our functional program is called tail call optimization. To understand this concept, let’s study a simple function that calculates the length of a list:
> (defun my-length (lst)
[image: ]     (if lst
[image: ]        (1+ (my-length (cdr lst)))
[image: ]        0))
  MY-LENGTH
  > (my-length '(fie foh fum))
  3
The my-length function should be pretty easy for you to understand at this point. First, it checks if the list is empty [image: ]. If not, it recursively calls itself against the tail of the list and adds one to the total, using the 1+ function [image: ]. If the list is empty, the function just returns 0 [image: ].
It turns out that this function is actually quite inefficient. We can easily see this by trying to use it against a really big list:
> (defparameter *biglist* (loop for i below 100000 collect 'x))
*BIGLIST*
> (my-length *biglist*)

*** - Program stack overflow. RESET
Calling this function in CLISP actually causes the program to crash! (Other Common Lisp compilers/interpreters may do better, depending on whether the compiler writers use any special tricks to anticipate this common pitfall in Lisp code.)
This happens because of the 1+ function. It tells Lisp, “First, figure out the length of the shorter list, then call 1+ on the result.”
The problem is that each time we call my-length recursively, Lisp must remember that we need to add one to the result later on, once the length of the tail of the list has been figured out. Since the list is 100,000 items long, it must remember this 99,999 times before it can perform a single addition! The CLISP interpreter places a reminder for all of these additions on the program stack, which eventually overflows, crashing the program.
So how do we avoid this problem? We do it by rewriting our my-length function like so:
> (defun my-length (lst)
[image: ]     (labels ((f (lst acc)
[image: ]                 (if lst
[image: ]                   (f (cdr lst) (1+ acc))
[image: ]                   acc)))
[image: ]       (f lst 0)))
  MY-LENGTH
  > (my-length '(fie foh fum))
  3
Here, we define a local function f [image: ] that will act as our list-eater. This function takes an extra parameter, often called an accumulator, here shortened to acc [image: ]. This acc argument keeps a running count of how many items in the list we have previously encountered. When we initially call the function f, we set acc to 0 [image: ].
By making this accumulator available, it means that when f calls itself recursively [image: ], it now longer needs to add one to the result. Instead, it just adds one to the accumulator. Once we reach the end of the list (lst is nil [image: ]), then acc will equal the total number of items in the list, so we can just return it [image: ].
What is important here is that the very last thing the function f does, in the case where more items are on the list, is call itself recursively [image: ]. (The additional line in the if statement [image: ] doesn’t count, since that part won’t be called if the expression evaluates to true.) When a function in Lisp calls itself (or another function) as its very last action, we call this action a tail call. A smart Lisp compiler, when seeing a tail call, can then say to itself, “Hey, since I don’t need to do anything more after calling f again, I can just go straight to f, without needing to put the current program context on the stack.”
This is actually similar to performing a GOTO in BASIC or a longjmp in C++. In all of these cases, we just “forget” where we came from, which is very fast and doesn’t thrash the stack. However, in the case of a tail call in Lisp, it is also perfectly safe. Anyone who has used GOTO or longjmp knows they’re anything but safe!
Notice that there are two different definitions for lst that exist in the preceding example code. One is an argument to the my-length function, and the other is an argument to the function f [image: ]. The values of these two lst arguments will deviate as the program runs and f is called recursively. However, within the function f, the version in its own argument list will take precedence. This process of hiding one variable with another through precedence is called variable shadowing.
Note
I used variable shadowing in the my-length function so it would be impossible for me to accidentally use the “wrong list” when writing the code inside of function f. Other programmers dislike this technique, since having similarly named variables with different values can lead to confusion. You’ll need to decide which of these arguments is most convincing to you and whether you’ll use variable shadowing in your own code.

Support for Tail Calls in Common Lisp



Unfortunately, you can’t be 100 percent sure in Common Lisp that a compiler/interpreter will perform tail call optimizations. It is not required by the ANSI Common Lisp standard. (The situation is actually different in the Scheme dialect, since Scheme has a strict requirement for tail call optimization.)
However, most Common Lisp compilers support this feature, although CLISP requires some extra cajoling to make tail call optimization work for some functions, including our example function. The reason for this is that tail calls can actually lead to performance problems themselves, in some esoteric cases. Also, when we debug a program, it’s nice to be able to look at the full call stack; tail call optimizations will prevent this, since, by their nature, they will minimize the information available on the stack.
Here’s the extra step we need to take to get CLISP to tail call optimize the my-length function:
(compile 'my-length)
Calling this function will tell CLISP to run the my-length function through its full compiler, which includes a tail code optimization step. Now we can run my-length against our jumbo-sized list!
> (my-length *biglist*)
100000

Tail Call Optimization in Dice of Doom



One function in our game that could definitely benefit from tail call optimization is the add-new-dice function. Here’s the fully optimized version:
(defun add-new-dice (board player spare-dice)
[image: ]   (labels ((f (lst n acc)
               (cond ((zerop n) (append (reverse acc) lst))
[image: ]                    ((null lst) (reverse acc))
                     (t (let ((cur-player (caar lst))
                              (cur-dice (cadar lst)))
                          (if (and (eq cur-player player)
                                   (< cur-dice *max-dice*))
                              (f (cdr lst)
                                 (1- n)
[image: ]                                (cons (list cur-player (1+ cur-dice)) acc))
[image: ]                           (f (cdr lst) n (cons (car lst) acc))))))))
      (board-array (f (coerce board 'list) spare-dice ()))))
As before, we’re performing the list-eating in a function called f [image: ], which also has an accumulator. However, this time the acc variable will contain a list of newly updated hexagons with extra dice. We can now call f in tail call positions in two places [image: ][image: ], where we cons new hexagons to the acc variable.
Once we’ve processed the whole list of hexagons on the board, we can just return acc. However, since we’ve consed stuff to acc as we went along the list, acc will actually be reversed. Therefore, we need to perform an extra call to reverse at the very end [image: ].
We have now explored some basic techniques for optimizing computer programs written in the functional style.


A Sample Game on the 3-by-3 Board



Now let’s enjoy the fruits of our labor. The following is a full game against the AI player on a 3-by-3 board. As you can see, on an evenly matched starting board, the computer is now practically unbeatable.
> (play-vs-computer (game-tree (gen-board) 0 0 t))
current player = a
      b-1 a-2 a-3
    a-1 b-1 b-2
  b-2 a-2 b-3
choose your move:
1. 1 -> 4
2. 1 -> 0
3. 2 -> 5
4. 7 -> 4
3
current player = a
      b-1 a-2 a-1
    a-1 b-1 a-2
  b-2 a-2 b-3
choose your move:
1. end turn
2. 1 -> 4
3. 1 -> 0
4. 5 -> 4
5. 7 -> 4
1
current player = b
      b-1 a-3 a-1
    a-1 b-1 a-2
  b-2 a-2 b-3
current player = b
      b-1 a-3 a-1
    b-1 b-1 a-2
  b-1 a-2 b-3
current player = a
      b-1 a-3 a-1
    b-1 b-1 a-2
  b-1 a-2 b-3
choose your move:
1. 1 -> 4
2. 1 -> 0
3. 5 -> 4
4. 7 -> 4
5. 7 -> 3
6. 7 -> 6
1
current player = a
      b-1 a-1 a-1
    b-1 a-2 a-2
  b-1 a-2 b-3
choose your move:
1. end turn
2. 4 -> 0
3. 4 -> 3
4. 7 -> 3
5. 7 -> 6
1
current player = b
      b-1 a-1 a-1
    b-1 a-2 a-2
  b-1 a-2 b-3
current player = b
      b-1 a-1 a-1
    b-1 a-2 b-2
  b-1 a-2 b-1
current player = a
      b-2 a-1 a-1
    b-1 a-2 b-2
  b-1 a-2 b-1
choose your move:
1. 4 -> 3
2. 4 -> 8
3. 7 -> 3
4. 7 -> 6
5. 7 -> 8
2
current player = a
      b-2 a-1 a-1
    b-1 a-1 b-2
  b-1 a-2 a-1
choose your move:
1. end turn
2. 7 -> 3
3. 7 -> 6
1
current player = b
      b-2 a-1 a-1
    b-1 a-1 b-2
  b-1 a-2 a-1
current player = b
      b-1 b-1 a-1
    b-1 a-1 b-2
  b-1 a-2 a-1
current player = a
      b-1 b-1 a-1
    b-1 a-1 b-2
  b-1 a-2 a-1
choose your move:
1. 7 -> 3
2. 7 -> 6
1
current player = a
      b-1 b-1 a-1
    a-1 a-1 b-2
  b-1 a-1 a-1
choose your move:
1. end turn
1
current player = b
      b-1 b-1 a-1
    a-1 a-1 b-2
  b-1 a-1 a-1
current player = b
      b-1 b-1 b-1
    a-1 a-1 b-1
  b-1 a-1 a-1
current player = a
      b-1 b-1 b-1
    a-1 a-1 b-1
  b-1 a-1 a-1
The winner is b


What You've Learned



In this chapter, we used our knowledge of functional programming to develop a board game with AI. Along the way you learned the following:
	Functional programming techniques allow you to write a game program with a “rule engine” that is separate from the rest of the code. You accomplish this by using function pipelining and building a game tree that is independently traversed by other parts of your game code as the game progresses.

	You can create an AI player for a two-player game using the minimax algorithm. This algorithm is based on the truism “What is good for my enemy is bad for me.” It allows you to efficiently rate positions in a two-player board game.

	Lexical variables (which we’ve been calling local variables) can live on past the form in which they were created if they are referenced by a lambda expression. Capturing variables in this way is called creating a closure.

	Functional programs can be optimized using memoization, which requires you to cache previous results calculated by a function.

	You can also improve functional programs by using tail call optimizations, which allow you to make sure the call stack isn’t abused. You do this by controlling which function appears in the tail call (final) position of your list-eater functions.




Chapter 16. The Magic of Lisp Macros



Macro programming allows you to mess around inside your Lisp compiler/interpreter to turn Lisp into your own custom programming language. When faced with a difficult programming challenge, many experienced Lispers will first ask themselves, “What programming language could I use to make this problem easy to solve?” Then they’ll use macros to convert Lisp into that language!
No other programming language possesses such a simple and comprehensive macro system. One can even argue that it would be impossible to add this feature to other programming languages, for a simple reason: The Lisp languages are the only ones in which computer code and program data are made out of the same “stuff.” As discussed many times in this book, the fundamental structures for storing data in Lisp are symbols, numbers, and lists, which are made of cons cells. Similarly, the code of a Lisp program is made out of these same basic building blocks. As you’ll see in this chapter, this symmetry between code and data in Lisp is the magic that makes the Lisp macro system possible.
[image: image with no caption]

Note
You may have heard that other programming languages, such as C++, also have a feature called macros. For instance, in the C++ language, you would create these using the #define directive. However, these are not the same thing! Lisp macros work in an entirely different and far more sophisticated way.

A Simple Lisp Macro



Sometimes when you’re writing a computer program, you get a feeling of déjà vu. I’m sure you know this feeling. You’re typing away at your computer, and you suddenly realize, “Hey, this is the third time this week I’ve written this same fragment of code!”
Suppose, for example, that your program needs a special add function:
(defun add (a b)
[image: ]   (let ((x (+ a b)))
       (format t "The sum is ˜a" x)
       x))
This function adds together two numbers and prints out the sum on the REPL as a side effect. You might find this function useful in a program during debugging:
> (add 2 3)
The sum is 5
5
This add function seems straightforward, but its code has an annoyance: Why do you need so many parentheses to declare your variable x [image: ]? The let command requires so many parentheses that when you need only a single variable, the code ends up looking especially ludicrous.
The parentheses required by let are an example of the kind of visual noise a programmer must deal with almost every day. However, you can’t just write a regular function to hide those parentheses, because the let command can do things a regular Lisp function can’t support. The let command is a special form. It’s a core part of the language and has special powers beyond those of a standard Lisp function.
Macros let us get rid of the superfluous parentheses. Let’s create a new macro named let1:
[image: ] (defmacro let1 (var val &body body)
    `(let ((,var ,val))
       ,@body))
As you can see, the definition of a macro looks similar to the definition of a function. However, instead of using defun, we use defmacro to define it. Like a function, it has a name (in this case, let1) and arguments passed to it [image: ].
Once we’ve defined the macro let1, it can be used just like let, except that it works with fewer parentheses:
> (let ((foo (+ 2 3)))
    (* foo foo))
25
> (let1 foo (+ 2 3)
    (* foo foo))
25
Macro Expansion



Although a macro definition looks very similar to a function definition, a macro is actually very different from a function. To understand why, imagine your Lisp is actually a cute little blob, merrily running your Lisp programs.
[image: image with no caption]

This blob understands only standard Lisp code. If it were to see our let1 command, it would have no idea what to do.
[image: image with no caption]

Now imagine that we have a magic wand that transforms the appearance of our code just before Lisp gets a peek at it. In our example, it will transform let1 into a regular let, so Lisp will stay happy.
[image: image with no caption]

This magic wand is called macro expansion. This is a special transformation that your code is put through before the core of the Lisp interpreter/compiler gets to see it. The job of the macro expander is to find any macros in your code (such as our let1 macro) and to convert them into regular Lisp code.
This means a macro is run at a different time than a function is run. A regular Lisp function runs when you execute a program that contains the function. This is called runtime. A macro, on the other hand, runs before the program does, when the program is read and compiled by your Lisp environment. This is called macro expansion time.
Now that we’ve discussed the basic thinking behind Lisp macros, let’s take a closer look at how let1 was defined.

How Macros Are Transformed



When we define a new macro with the defmacro command, we’re basically teaching the Lisp macro expansion system a new transformation that it can use to translate code before running a program. The macro receives raw source code in its arguments, in the form of Lisp expressions. Its job is to help the macro expander transform this raw code into standard Lisp code that keeps the Lisp blob happy.
Let’s take a closer look at how our let1 macro gets transformed. Here is its definition once again:
[image: ] (defmacro let1 (var val &body body)
    `(let ((,var ,val))
       ,@body))
The first line of this defmacro call [image: ] tells the macro expander, “Hey, if you see a form in code that begins with let1, here’s what you need to do to transform it into standard Lisp.” A macro defined with defmacro may also have arguments passed into it, which will contain the raw source code found inside the macro when the macro is used. The let1 macro has three such arguments passed into it: var, val, and body [image: ]. So what do these three arguments represent?
[image: image with no caption]

As you can see, when we use let1, we’ll end up having three different expressions inside it, which are the arguments to the let1 macro:
	var
	The first argument is the name of the variable we’re defining. This name will be available within our macro using the argument named var. In this example, it will equal the symbol foo.

	val
	The second expression holds the code that determines the value of the variable. In our macro, this is the second argument, val. It will equal the list (+ 2 3).

	body
	The third expression inside a let1 call is the body code, which makes use of the new variable that’s created (in this case, foo). It will be available in the macro through the argument named body.



Since the let command is allowed to have multiple statements in its body, we will want to mirror this behavior in the let1 macro. This is why, in the defmacro command defining let1, the final body argument has the special keyword &body in front of it. This tells the macro expander “Give me all remaining expressions in the macro in a list.” Because of this, the body argument in our let1 example is actually ((* foo foo))—a nested list. In this example, we put only a single statement inside let1.
Now that you’ve seen what the values to the arguments of our let1 macro are, let’s see how the macro uses this information to transform the let1 into a standard let that the Lisp compiler can understand. The easiest way to transform source code in Lisp is to use backquote syntax. (If you don’t remember how to use backquotes, please see How Quasiquoting Works in How Quasiquoting Works.) With backquotes, we can build the code for a proper let command using code passed to let1. Here’s our let1 macro again for reference:
(defmacro let1 (var val &body body)
[image: ]   `(let ((,var ,val))
[image: ]      ,@body))
As you can see, the let1 macro returns a backquoted list starting with the symbol let [image: ], followed by the variable name and value, placed in a proper nested list, which Lisp’s let command requires. The commas cause the actual variable name and value to be plopped in at these locations. Finally, we place the body code from the let1 in the analogous place in the let command [image: ].
The body argument is inserted into the transformed code using the splicing comma (,@). To understand why the body needs to be handled in this special way, consider the following use of our let1 macro:
> (let1 foo (+ 2 3)
    (princ "Lisp is awesome!")
    (* foo foo))
Lisp is awesome!
25
In this case, we’ve put more than one thing inside the body of our let. Remember that the let command includes an implicit progn command, and it can have multiple Lisp instructions inside. Our new let1 macro allows for this as well by placing the special &body marker in front of the body argument, causing all remaining syntax expressions to be passed into let1 as a list. So, in the preceding example, the body argument contains the code ((princ "Lisp is awesome!") (* foo foo)).

Using the Simple Macro



Now that we’ve written our let1 macro, let’s rewrite our custom add function in a cleaner way:
(defun add (a b)
  (let1 x (+ a b)
     (format t "The sum is ˜a" x)
     x))
Isn’t this much easier on the eyes?
We can use the macroexpand command to see code generated by a macro. Simply pass the macro’s code to macroexpand, like this:
> (macroexpand '(let1 foo (+ 2 3)
                    (* foo foo)))
[image: ] (LET ((FOO (+ 2 3))) (* FOO FOO)) ;
[image: ] T
You can now see the raw code generated by let1 [image: ]. The T at the end [image: ] just means macroexpand was handed a valid macro that it was able to expand.
As your macros become more complex, you’ll find that macroexpand is a valuable tool in testing and debugging their structure.



More Complex Macros



Let’s suppose you need a custom my-length command. This is a classic list-eating function that will count the length of a list. We’ll write it in the proper “tail call optimized” style (discussed in Chapter 14), where the recursive function call is in the tail position. Here’s the code:
(defun my-length (lst)
[image: ]   (labels ((f (lst acc)
[image: ]              (if lst
[image: ]                (f (cdr lst) (1+ acc))
                 acc)))
      (f lst 0)))
As you can see, this function has tons of repetitive stuff, once again giving us that dreaded feeling of déjà vu. There are two repetitive patterns in this function:
	As in other list-eater functions, we have the annoying check to see if the list is empty [image: ] and the associated use of cdr [image: ].

	We did all this verbose work to create a local function f [image: ].



Let’s write some macros that make this function (and other functions with the same repetition) more pithy.
A Macro for Splitting Lists



First, let’s create a split macro. It will let us write cleaner list-eater functions, such as our my-length function.
List-eaters always check if the list is empty. If it isn’t, they take apart the list using car and/or cdr, and then perform operations on the head and/or tail of the list. The split macro does this for us. Here’s what it looks like when we use the finished split macro:
[image: ] > (split '(2 3)
[image: ]     (format t "This can be split into ˜a and ˜a." head tail)
      (format t "This cannot be split."))
  This can be split into 2 and (3).
[image: ] > (split '()
      (format t "This can be split into ˜a and ˜a." head tail)
[image: ]     (format t "This cannot be split."))
  This cannot be split.
The first argument of the split macro is a list you want to split into a head and a tail [image: ]. If this is possible, the next expression in the split macro will be called [image: ]. As a bonus, our split macro automatically creates two variables for us, named head and tail. This way, we don’t always need to call car and cdr inside list-eating functions. If the list is empty [image: ], we call the expression at the end [image: ].
Let’s look at the code for the split macro. Note that this initial version of the macro contains some bugs we’ll discuss shortly:
;Warning! Contains Bugs!
[image: ] (defmacro split (val yes no)
[image: ]   `(if ,val
[image: ]      (let ((head (car ,val))
[image: ]            (tail (cdr ,val)))
[image: ]        ,yes)
[image: ]        ,no))
Our split macro requires three (and only three) expressions as arguments [image: ]. This means when we use this macro, we’ll always need exactly three items.
The code that needs to be generated by split is pretty straightforward. First, we have an if that checks if the list is empty [image: ]. If it is, we break apart the list and stick it into our two local variables, head [image: ] and tail [image: ]. Then we put in the code that handles the “yes, we can split the list” case [image: ]. If we can’t split the list, we call the no case [image: ]. Note that in the no case, we don’t have access to the head/tail variables, since they aren’t created if the list can’t be split.
With this new split macro, we can clean up our my-length macro a bit:
(defun my-length (lst)
    (labels ((f (lst acc)
               (split lst
[image: ]                (f tail (1+ acc))
                 acc)))
      (f lst 0)))
Notice how we now make use of the tail variable created by split, simplifying our code [image: ]. Macros that automatically generate variables like this are called anaphoric macros.
However, we are not yet finished with our split macro. Although it basically works, it contains some subtle bugs that we need to address.

Avoiding Repeated Execution in Macros



One common bug that can happen in a macro is incorrect repeated execution of code. In fact, our current version of the split macro contains this flaw. Here is an example that clearly shows the problem:
[image: ]> (split (progn (princ "Lisp rocks!")
                  '(2 3))
      (format t "This can be split into ˜a and ˜a." head tail)
      (format t "This cannot be split."))
  Lisp rocks!Lisp rocks!Lisp rocks!This can be split into 2 and (3).
In this use of split, the statement “Lisp rocks!” was printed three times, even though it appears only once in the original code. How is this possible?
Remember that the arguments passed into a macro consist of raw source code. This means the val argument passed into split contains the raw code of the progn statement [image: ], including the raw code for the princ statement within it. Since we reference val three times inside the split macro, it causes the princ statement to be executed three times.
We can verify this by running this example through macroexpand:
> (macroexpand '(split (progn (princ "Lisp rocks!")
                                '(2 3))
                       (format t "This can be split into ˜a and ˜a." head tail)
                       (format t "This cannot be split.")))
[image: ] (IF (PROGN (PRINC "Lisp rocks!") '(2 3))
   (LET
[image: ]   ((HEAD (CAR (PROGN (PRINC "Lisp rocks!") '(2 3))))
[image: ]    (TAIL (CDR (PROGN (PRINC "Lisp rocks!") '(2 3)))))
    (FORMAT T "This can be split into ˜a and ˜a." HEAD TAIL))
   (FORMAT T "This cannot be split.")) ;
  T
As you can see, the princ statement appears three times [image: ][image: ][image: ]. This causes unexpected behavior and is inefficient, since we’re repeatedly running the same code unnecessarily.
If you give this problem some thought, the solution isn’t too hard to figure out. We simply need to create a local variable inside the split macro, like this:
;Warning! Still contains a bug!
(defmacro split (val yes no)
  `(let1 x ,val
     (if x
       (let ((head (car x))
             (tail (cdr x)))
         ,yes)
         ,no)))
Note that we made use of let1 in this new version of split. As this shows, it is perfectly okay to use macros inside other macros.
Now if we rerun our previous example, we can see that split behaves correctly, princing the statement only once:
> (split (progn (princ "Lisp rocks!")
                '(2 3))
    (format t "This can be split into ˜a and ˜a." head tail)
    (format t "This cannot be split."))
Lisp rocks!This can be split into 2 and (3).
Unfortunately, this new version of the split macro introduces yet another bug. Let’s tackle this new bug next.

Avoiding Variable Capture



To see the bug in our newest version of split, try running the following:
> (let1 × 100[image: ]
    (split '(2 3)
      (+ x head)
      nil))
*** - +: (2 3) is not a number
Can you tell what happened? We just created a variable x inside the new version of our split macro! Here’s what the call to split looks like if we macroexpand it:
> (macroexpand '(split '(2 3)
                    (+ x head)
                    nil))
[image: ] (LET ((X '(2 3)))
     (IF X (LET ((HEAD (CAR X)) (TAIL (CDR X))) (+ X HEAD)) NIL)) ;
  T
Notice how the expanded version of split contains a definition of x [image: ]. This blocks the competing definition in our troublesome example [image: ]. In this scenario, the split macro accidentally captured the variable x and overwrote it in an unexpected way. How can we avoid this problem?
One simple solution would be to not create a variable x in the macro, but to instead use a variable with some insane long name like xqweopfjsadlkjgh. Then we could feel pretty confident the variable used inside the macro will never clash with a variable inside the code that uses it. If fact, there is a Common Lisp function called gensym whose job it is to generate crazy variable names exactly for this purpose:
> (gensym)
#:G8695
The gensym function will create a unique variable name for you that is guaranteed never to clash with any other variable name in your code. You may notice that it also has a special prefix (#:) that differentiates it from other names. Common Lisp handles these gensym-based names as a special case and will stop you from using the name of a gensym variable directly.
Now let’s use the gensym function inside our split macro to protect the macro from causing variable capture:
;This function is finally safe to use
  (defmacro split (val yes no)
[image: ]   (let1 g (gensym)
[image: ]   `(let1 ,g ,val
       (if ,g
         (let ((head (car ,g))
               (tail (cdr ,g)))
           ,yes)
           ,no))))
In the first line of our revised macro, we define a variable g that contains the gensym name [image: ]. It’s very important to notice that there is not a backquote at the front of this line. This means that this line of code is run at macro expand time, not runtime, and it is perfectly fine to define the variable g at this point. The let1 on the next line, however, has a backquote in front of it [image: ]. This line will be run at runtime, so we don’t want to use a hardcoded variable in this spot. In this new version, we instead use the unique gensym name stored in g.
Now every time the split macro is used, a unique name is generated to hold the internal value. We can test this by running some examples through macroexpand:
> (macroexpand '(split '(2 3)
                  (+ x head)
                  nil))
(LET (([image: ]#:G8627 '(2 3))) (IF #:G8627 (LET ((HEAD (CAR #:G8627))
 (TAIL (CDR #:G8627))) (+ X HEAD)) NIL)) ;
T
> (macroexpand '(split '(2 3)
                  (+ x head)
                  nil))
(LET (([image: ]#:G8628 '(2 3))) (IF #:G8628 (LET ((HEAD (CAR #:G8628))
 (TAIL (CDR #:G8628))) (+ X HEAD)) NIL)) ;
T
Notice how a differently named local variable was created in both instances [image: ][image: ]. This guarantees that the variable name will not only be unique within your code, but will also be unique if the split macro is ever used multiple times in a nested fashion. We have now created a fully debugged version of our split macro.
Just because it is now bug-free does not mean that it is free of variable capture. Note that the macro still defines the variables head and tail. If you used this function in other code in which head or tail had an alternate meaning, your code would fail! However, in the case of head and tail, the capture is on purpose. In this situation, the variable capture is a feature, not a bug—it is an anaphoric macro. As we’ve discussed, this means that it makes named variables or functions available that we can use in the body of the macro.

A Recursion Macro



Let’s take another look at our improved my-length macro:
(defun my-length (lst)
  (labels ((f (lst acc)
             (split lst
               (f tail (1+ acc))
               acc)))
    (f lst 0)))
As we discussed, there is an additional repetitive pattern in this code: The creation of a local function f. Let’s write another macro that gets rid of this additional visual noise: recurse. Here’s an example of the recurse macro in use:
[image: ] > (recurse (n 9)
[image: ]     (fresh-line)
[image: ]     (if (zerop n)
[image: ]       (princ "lift-off!")
[image: ]       (progn (princ n)
[image: ]              (self (1- n)))))
  9
  8
  7
  6
  5
  4
  3
  2
  1
  lift-off!
The first parameter into the recurse macro is a list of variables and their starting values [image: ]. In this case, we’re declaring only one variable (n) and setting its starting value to 9. The rest of the lines in the macro make up the body of the recursive function.
The first thing we do in the body is start a fresh line [image: ]. Then we check if n has reached zero yet [image: ]. If it has, we print “lift-off!” [image: ]. Otherwise, we print the current number [image: ] and call the function again, recursively. Like our split macro, the recurse macro is anaphoric. In the case of recurse, it makes a function named self available, which we call when we’re ready to perform a recursion [image: ]. We also subtract one from n at this point to lower the countdown number.
Now that we’ve seen how recurse should work, let’s write this recurse macro. In order to process the list of arguments and starting values, it’s useful for us to have a function that can group items into a list of pairs. Here is a function, pairs, that accomplishes this:
> (defun pairs (lst)
[image: ]     (labels ((f (lst acc)
[image: ]                 (split lst
[image: ]                   (if tail
[image: ]                       (f (cdr tail) (cons (cons head (car tail)) acc))
[image: ]                       (reverse acc))
[image: ]                   (reverse acc))))
        (f lst nil)))
  PAIRS
  > (pairs '(a b c d e f))
  ((A . B) (C . D) (E . F))
The pairs function is a tail-call-optimized list-eater, which, ironically, has its own local function f [image: ]. (Shortly, we won’t need to declare such a function anymore.) It uses split to break an item off the list [image: ]. However, since it needs to process two items (a pair) from the list at once, we need to run an additional check to see if the tail is empty [image: ]. If there are no items in the list [image: ] (or only one item left [image: ]), we return our accumulated values. Otherwise, we recursively process the rest of the list, with a new pair of items placed into the accumulator [image: ].
Now we’re finally ready to write the recurse macro:
(defmacro recurse (vars &body body)
[image: ]   (let1 p (pairs vars)
[image: ]     `(labels ((self ,(mapcar #'car p)
                  ,@body))
[image: ]        (self ,@(mapcar #'cdr p)))))
As you can see, it simply transforms the recursion into a traditional local function. First, it uses our new pairs function to take apart the variable names and starting values, and puts the result into p [image: ]. Then it defines a local function simply named self. The variable names for self are the odd-numbered items from p [image: ]. Since we want self to be accessible, anaphorically, from inside the macro, we use a plain name instead of a gensym name for this function. At the bottom of the macro, we then simply call self, passing in all the starting values [image: ].
Now that we’ve created the recurse macro, let’s once again clean up our my-length function using this new language construct:
(defun my-length (lst)
  (recurse (lst lst
            acc 0)
           (split lst
             (f tail (1+ acc))
             acc)))
As you can see, there is very little repetition or visual noise in this version of our my-length function.
Now you can appreciate how helpful macros can be when trying to write clean, succinct code. However, a liberal use of macros will also require you to bear some costs that you need to be aware of. We’ll look at the potential downsides to macros next.


Macros: Dangers and Alternatives



Macros allow us to write code that generates other code, making the Lisp languages a wonderful tool for metaprogramming and prototyping new language ideas. But, at some level, macros are just a sleight of hand: They let you trick the Lisp compiler/interpreter into accepting your own customized language constructs and treating them like standard Lisp. They are indeed a powerful tool in a programmer’s tool chest, but they are not as elegant as some of the other programming tools you’ve encountered in this book.
The main drawback of macros is that they can make it hard for other programmers to understand your code. After all, if you’re creating your own language dialect, other programmers won’t be familiar with it. Even your future self—say, in a year or two—may have a hard time understanding the structure of your code if you’ve made heavy use of macros. Because of this, experienced Lispers will do their best to use alternate techniques to macro programming whenever possible. Often, a beginning Lisper will write a macro in situations that could be addressed in other, cleaner ways.
For instance, it’s fun to see how we were able to clean up our my-length function by adding a couple of macros named split and recurse. However, in the previous two chapters, you learned about another tool, functional programming, which can also be used to clean up list-eater functions. One powerful function often used by functional programmers is reduce. It is a higher-order function that accepts a function and a list, and will call the function once for every value in the list. Here is the my-length function rewritten to use the powerful reduce function, rather than macros:
(defun my-length (lst)
[image: ]   (reduce (lambda (x i)
[image: ]             (1+ x))
[image: ]           lst
[image: ]           :initial-value 0))
As you can see, this new version of my-length easily blows away our previous version. It is shorter, and it doesn’t rely on any of the nonstandard macros that we created.
The first argument to reduce holds our reduction function [image: ]. Its job is to keep track of, and update, an accumulated value, here named x. This variable x will hold the current accumulated value, which in this case will be the length of the list so far. This means we can simply add one to x to update it to its new value [image: ]. Since the reduction function will be called once for every item in the list, it will, in the end, generate the length of the list. (The reduction function also receives, as an argument, the current item in the list, here given as the variable i. However, we do not need it for calculating the list’s length.) The next item passed to reduce is the list we want to reduce [image: ]. Finally, since the accumulated length we’re calculating should have an initial value of zero, we indicate this by setting the :initial-value keyword argument to zero [image: ].
Clearly, there are other scenarios where the list-eater macros we’ve created in this chapter are still useful. There are many cases where the reduce function could not be so easily used. So in the end, there are still many situations where creating your own Lisp dialect is exactly the right solution to a problem, as you’ll see in the next chapter.

What You've Learned



This chapter covered macro programming. You’ve learned the following:
	Macros let you write code that writes code. With macros, you can create your own programming language and convert it to standard Lisp just before the compiler can get a peek at it.

	Macros allow you to get rid of that feeling of déjà vu when writing your code, in situations when nothing else can do so.

	You must be careful when writing macros so that they don’t lead to unintentional, repeated execution of code.

	You need to be careful to avoid unintended variable capture in macros. You can avoid this by using gensym names.

	If variables created by a macro are exposed on purpose, as a feature of the macro, the macro is called an anaphoric macro.

	Macro programming is a very powerful technique. However, try to use functional programming instead to solve a problem whenever possible. Macros should always be a last resort.




Chapter 17. Domain-Specific Languages



One of the best reasons for using macros is to perform domain-specific language (DSL) programming. DSL programming is an advanced macro programming technique that allows us to solve difficult programming problems by drastically changing the structure and appearance of Lisp code to optimize it for a specialized purpose. Although macros are not strictly necessary for doing DSL programming, by writing a set of macros, you can easily create a DSL in Lisp.
What Is a Domain?



According to the 2000 US Census, the average family in the United States had 1.86 children. Since no individual family has exactly 1.86 children, it is obvious that no particular family is truly perfectly average. In the same way, there is no such thing as an average computer program. Every program is designed to solve a specific problem, and every area of human inquiry, or domain, has its own idiosyncratic requirements that influence programs that solve problems in the given area. With DSLs, we enhance the core of our programming language to take these domain-specific requirements into account, potentially making our resulting code easier to write and understand.
Let’s take a look at some specific domains and create some DSLs that let us easily work within these domains using Lisp. In this chapter, we’ll create two different DSLs. First, we’ll create a DSL for writing scalable vector graphics (SVG) files. Then we’ll write a DSL for creating commands in a text adventure—we’re finally going to upgrade our Wizard’s Adventure Game from Chapter 5 and Chapter 6 to make it fully playable!


Writing SVG Files



[image: image with no caption]

The SVG format is a file format for drawing graphics. In this format, you specify objects like circles and polygons, and then pass them to a compatible computer program to view. Because the SVG format specifies a drawing using pure math functions instead of raw pixels, it is easy for a program to render an SVG image at any size, making images in this format easily scalable.
The SVG format is currently receiving a lot of attention from web developers. All modern browsers (excluding Microsoft Internet Explorer) support SVG natively. Recently, Google released a set of libraries called SVG Web that adds decent support for SVG, even in Internet Explorer. This allows SVG to work in more than 90 percent of current web browsers. Finally, SVG has become a practical and efficient option for drawing graphics on websites.
The SVG format is built on top of the XML format. Here is an example of what a complete SVG file looks like:
<svg xmlns="http://www.w3.org/2000/svg">
  <circle cx="50"
          cy="50"
          r="50"
          style="fill:rgb(255,0,0);stroke:rgb(155,0,0)">
  </circle>
  <circle cx="100"
          cy="100"
          r="50"
          style="fill:rgb(0,0,255);stroke:rgb(0,0,155)">
  </circle>
</svg>
Simply copy this text and place it in a file named example.svg (or download this file from http://landoflisp.com/). Then you can open the file from the Firefox web browser (the Safari, Chrome, and Opera web browsers should also work).
Here is what you should see, with a red and blue circle:
[image: image with no caption]

Now, let’s write some macros and functions to let us create a picture like this directly in Common Lisp!
Creating XML and HTML with the tag Macro



The XML data format (just like the HTML data format) consists primarily of nested tags:
[image: ] <mytag>
      <inner_tag>
      </inner_tag>
[image: ] </mytag>
Every tag [image: ] also has a matching closing tag [image: ]. The closing tag has the same name, but with a slash preceding it. Additionally, tags may contain attributes:
<mytag color="BLUE" height="9"></mytag>
In this example, we create a tag named mytag that has the attribute of being blue and has a height of 9.
Writing a Macro Helper Function



Often, when writing a macro to perform a task, you’ll find a lot of what your macro needs to do can be handled by a function instead. Because of this, it is often prudent to first write a helper function that does most of what the macro needs to do. Then you write the macro, keeping it as simple as possible by leveraging the helper function. This is what we’re going to do as we write a macro to create XML-style tags in Lisp.
Here is our helper function, called print-tag, which prints a single opening (or closing) tag:
(defun print-tag (name alst closingp)
[image: ]   (princ #\<)
[image: ]   (when closingp
      (princ #\/))
[image: ]   (princ (string-downcase name))
[image: ]   (mapc (lambda (att)
[image: ]           (format t " ˜a=\"˜a\"" (string-downcase (car att)) (cdr att)))
        alst)
[image: ]   (princ #\>))
First, the print-tag function prints an opening angle bracket [image: ]. Since this is only a character, we use the literal character syntax by prefixing the bracket with #\. Then we check the predicate closingp [image: ]. If it is true, the tag needs to have a slash in front of it to make it a closing tag. Then we print the name of the tag, converted to lowercase with the string-downcase function [image: ]. Next, we iterate through all the attributes in the alst of attributes [image: ] and print out each attribute/value pair [image: ]. Finally, we end by putting in a closing angle bracket [image: ].
The following is an example use of the print-tag function. Since it is a plain function and not a macro, it’s easy to debug in the REPL. This is another reason why helper functions are a good idea when creating macros.
> (print-tag 'mytag '((color . blue) (height . 9)) nil)
<mytag color="BLUE" height="9">
As you can see, this function does a fine job of printing an XML tag. However, it would be a real chore if all tags had to be created in this way. That’s why we’re going to write the tag macro next.

Creating the tag Macro



The tag macro we’ll create has been adopted from the macro of the same name in Paul Graham’s Arc Lisp dialect. It improves on the print-tag function in several crucial ways, all of which could not be remedied without having a macro:
	Tags always come in pairs. However, if we want to nest tags, a function would not be able to print tags that surround the tags printed inside it. This is because it requires us to execute code before and after nested tags are evaluated. This is possible in a macro, but not a function.

	Tag names and attribute names usually do not need to change in a dynamic way. Because of this, it’s redundant to need to prefix tag names with a single quote. In other words, tag names should by default be treated as if they were in data mode.

	Unlike tag names, it’s very desirable for the values of attributes to be dynamically generated. Our macro will have a syntax that places the attribute values into code mode so we can execute Lisp code to populate these values.



Ideally, this is how we would like the tag macro to work, when we use it in the REPL:
> (tag mytag (color 'blue height (+ 4 5)))
<mytag color="BLUE" height="9"></mytag>
Notice that the tag name and attribute list no longer need quotes in front of them. Additionally, it is now easy to calculate an attribute dynamically with Lisp code. In this case, we’re calculating that the height is 4 plus 5.
Here’s the macro that accomplishes this task:
(defmacro tag (name atts &body body)
[image: ]   `(progn (print-tag ',name
[image: ]                      (list ,@(mapcar (lambda (x)
[image: ]                                        `(cons ',(car x) ,(cdr x)))
[image: ]                                      (pairs atts)))
                       nil)
[image: ]           ,@body
[image: ]           (print-tag ',name nil t)))
As you would expect, the macro first calls print-tag to generate the opening tag [image: ]. This is a bit tricky when we generate the alist of attributes for print-tag, since we want the values for the attributes to be in code mode. We accomplish this by wrapping the attributes using list [image: ]. Then we mapcar through the attributes, which we’ve paired with the pairs function [image: ]. (Remember that we created the pairs function toward the end of the previous chapter.) For each attribute pair, we generate a code fragment in the list that consists of cons, without a quotation mark in front of the value of the attribute, so that we can dynamically calculate it [image: ].
Next, we put all the code nested inside our tag macro, so that it is called after the opening tag [image: ]. Finally we create a closing tag [image: ].
To make more sense of how this macro handles the attribute list, let’s pass the output from our example to macroexpand:
> (macroexpand '(tag mytag (color 'blue height (+ 4 5))))
  (PROGN (PRINT-TAG 'MYTAG
[image: ]                   (LIST (CONS 'COLOR 'BLUE)
[image: ]                         (CONS 'HEIGHT (+ 4 5)))
                    NIL)
          (PRINT-TAG 'MYTAG NIL T)) ;
  T
Looking at the macro expansion, it should be clear how the tag macro builds the attribute list to pass to print-tag [image: ] and how it allows us to dynamically generate attribute values, such as the height attribute [image: ].
Here is another example of this macro in use, now with two inner tags:
> (tag mytag (color 'blue size 'big)
         (tag first_inner_tag ())
         (tag second_inner_tag ()))
[image: ] <mytag color="BLUE" size="BIG">
    <first_inner_tag></first_inner_tag>
    <second_inner_tag></second_inner_tag>
  </mytag>
Notice how it correctly surrounds the inner, nested tags with proper XML opening and closing tags. Note also that I have added line breaks and indentation to the output [image: ] for clarity. The actual output of the tag function always prints on a single line, without line breaks or indentation.

Using the tag Macro to Generate HTML



The tag macro can be used for generating XML or HTML. For instance, we could do the following to generate a “Hello World” HTML document:
> (tag html ()
       (tag body ()
            (princ "Hello World!")))
<html><body>Hello World!</body></html>
Since HTML uses predefined tags (unlike XML, where the tags can have any name), we could write simple macros for specific HTML tags that make them even easier to write HTML in Lisp. For instance, here are some simple html and body macros:
(defmacro html (&body body)
  `(tag html ()
        ,@body))
(defmacro body (&body body)
  `(tag body ()
        ,@body))
Now we could write our “Hello World” HTML example even more elegantly:
> (html
    (body
      (princ "Hello World!")))
<html><body>Hello World!</body></html>
However, we want to use the tag macro to create SVG drawings instead. So let’s expand our DSL for the SVG domain.


Creating SVG-Specific Macros and Functions



First, let’s write the svg macro, which embodies an entire SVG image. Here it is:
(defmacro svg (&body body)
[image: ]   `(tag svg (xmlns "http://www.w3.org/2000/svg"
[image: ]              "xmlns:xlink" "http://www.w3.org/1999/xlink")
          ,@body))
The svg macro is built on top of the tag macro. SVG images, for our purposes, require two special attributes to be created:
	The xmlns attribute tells the SVG viewer (in our case, the Firefox web browser) where it can find the proper documentation for the SVG format [image: ].

	The second attribute enables hyperlinks inside the picture [image: ]. We’ll be using this hyperlinking feature in more advanced examples, starting in the next chapter.



To draw pictures, we’ll need to manipulate colors. To keep things simple, we’re just going to represent colors as RGB triples stored in a list. For instance, the color (255 0 0) is bright red.
Often, it is useful to generate lighter or darker variants of a particular color. The following brightness function does this for us:
(defun brightness (col amt)
  (mapcar (lambda (x)
        (min 255 (max 0 (+ x amt))))
      col))
If you pass bright red into this function and set the brightness to negative 100, you can see that it will generate a darker red:
> (brightness '(255 0 0) −100)
(155 0 0)
Next, let’s create a function that sets the style of an SVG picture element:
(defun svg-style (color)
    (format nil
[image: ]           "˜{fill:rgb(˜a,˜a,˜a);stroke:rgb(˜a,˜a,˜a)˜}"
            (append color
[image: ]                   (brightness color −100))))
The svg-style function accepts a color, and then sets the fill and stroke (outline) of a picture element [image: ]. By using our brightness function, we can make the outline a darker variant of the fill [image: ]. This way, we need to specify only a single color for every element in our pictures, while maintaining a pleasing appearance.
Now, let’s create a function to draw a circle. Since we won’t need to nest other SVG tags inside a circle, there is no need to write a macro for drawing circles—a function suffices.
(defun circle (center radius color)
[image: ]   (tag circle (cx (car center)
[image: ]                cy (cdr center)
[image: ]                r radius
[image: ]                style (svg-style color))))
We’ll want to set the center, radius, and color of each circle. The center needs to be assigned to the cx [image: ] and cy [image: ] SVG attributes of the circle. The radius is put in the r attribute [image: ]. We set the style of our circle with our svg-style function [image: ].
We are now ready to draw the simple SVG picture of two circles shown earlier, using our new DSL! Here’s how we do it:
> (svg (circle '(50 . 50) 50 '(255 0 0))
       (circle '(100 . 100) 50 '(0 0 255)))
<svg xmlns="http://www.w3.org/2000/svg" xmlns:xlink="http://www.w3.org/1999/
xlink"><circle cx="50" cy="50" r="50"
style="fill:rgb(255,0,0);stroke:rgb(155,0,0)"></circle><circle cx="100"
cy="100" r="50" style="fill:rgb(0,0,255);stroke:rgb(0,0,155)"></circle></svg>
We now have a functional SVG DSL. Let’s add some more functionality to our DSL so we can appreciate the power a DSL can give to our programs.

Building a More Complicated SVG Example



Let’s add a new function to our SVG DSL that makes it easy to draw an arbitrary polygon:
(defun polygon (points color)
[image: ]   (tag polygon (points (format nil
[image: ]                    "˜{˜a,˜a ˜}"
[image: ]                    (mapcan (lambda (tp)
                       (list (car tp) (cdr tp)))
                         points))
          style (svg-style color))))
An SVG polygon stores all the points of the polygon in the points attribute [image: ]. We construct the list of points by using a format statement, which contains the ˜{ ˜} control strings [image: ]. Remember from Chapter 11 that these control strings let us iterate through a list inside the format function. In this case, we’re iterating through the list of points. We then flatten the list of point pairs using mapcan [image: ], which you may remember is the same as using a mapcar followed by an append.
In this example, we’re going to draw some random walks. A random walk is a graph of what you would get if you decide, at each moment in time, to flip a coin and then move either up or down a step. Random walks are very similar in behavior to stocks in the stock market. They are often used as a starting point for financial modeling. Here is a function that generates a random walk:
(defun random-walk (value length)
    (unless (zerop length)
      (cons value
[image: ]           (random-walk (if (zerop (random 2))
                             (1- value)
                           (1+ value))
                         (1- length)))))
This function builds a list of numbers, starting with the value parameter. Then it increases or decreases this value randomly. We choose which direction to move using the random function [image: ]. (Note that, in order to keep it simple, this function isn’t tail call optimized, since the cons happens after the recursive call.)
Here’s an example of how we can use the random-walk function:
> (random-walk 100 10)
(100 101 102 101 100 101 102 103 102 103)
Now let’s use our SVG DSL to draw a slew of random walks in a picture:
(with-open-file (*standard-output* "random_walk.svg"
                   :direction :output
[image: ]                  :if-exists :supersede)
[image: ]   (svg (loop repeat 10
[image: ]              do (polygon (append '((0 . 200))
                                   (loop for x from 0
                                         for y in (random-walk 100 400)
                                         collect (cons x y))
[image: ]                                  '((400 . 200)))
                            (loop repeat 3
[image: ]                                 collect (random 256))))))
Since the amount of data created in this example is quite huge, we’re dumping the data straight to a file (named random_walk.svg), instead of printing it to the REPL. We do this by redirecting the *standard-output* dynamic variable [image: ], a technique introduced in Chapter 12. Notice how we can mix Lisp code freely with our DSL commands. For instance, we can loop right inside the SVG macro to generate 10 polygons at once [image: ].
To make the graph pretty, we’re going to fill in the area under each graph line with a color. To do this, we’ll represent each line using a polygon, with the base line along the bottom of the graph (with a y-coordinate of 200) included as points to close the shape:
[image: image with no caption]

This is why we add points for the bottom-left [image: ] and bottom-right [image: ] corner as we create each polygon. For even more fun, we also randomize the color of each graph line [image: ].
Here is an example of some random graphs generated by this very simple DSL code:
[image: image with no caption]

Now that you’ve seen how easily you can write XML, HTML, and SVG DSLs in Lisp, let’s create an entirely different kind of DSL—one that will let us build custom game commands for our Wizard’s Adventure Game from Chapter 5 and Chapter 6!


Creating Custom Game Commands for Wizard's Adventure Game



[image: image with no caption]

If you remember, when we last encountered the game starring our wizard and apprentice in Chapter 5 and Chapter 6, we could walk around the world and pick up objects. However, we couldn’t really perform any other interesting or fun actions. To make a game fun, it should include special actions that can be performed with certain objects and/or at certain locations in the game. We need frogs that can be kissed, dragons that can be fought, and perhaps even maidens that can be rescued!
Creating these kinds of interesting activities in the game poses a unique challenge. On the one hand, there are clearly many similarities between such different game actions. For instance, most of them will require us to have an object in our possession. On the other hand, they all need to have unique and idiosyncratic properties (enabled through command-specific Lisp code) or the game becomes boring. As you’ll see, a DSL can help you add many such unique commands to your game.
To run the code from here until the end of this chapter, we’re going to use all the game code from Chapter 5 and Chapter 6. Just put the code from those chapters into a file named wizards_game.lisp (or download wizards_game.lisp from http://landoflisp.com/). As soon as the game is loaded, you can type game commands like look directly in the CLISP REPL. Alternatively, you can use the game-repl command we created in Chapter 6 to get a more polished game experience. Remember that the quit command will take you out of the game REPL.
Here’s what you do to load the game code from the REPL and start running game commands:
> (load "wizards_game.lisp")
;; Loading file wizards_game.lisp ...
;; Loaded file wizards_game.lisp
T
> (look)
(YOU ARE IN THE ATTIC. THERE IS A GIANT WELDING TORCH IN THE CORNER. THERE IS
A LADDER GOING DOWNSTAIRS FROM HERE.)
> (game-repl)
look
You are in the living-room. A wizard is snoring loudly on the couch. There is
a door going west from here. There is a ladder going upstairs
from here. You see a whiskey on the floor. You see a bucket on the floor.
quit
Creating New Game Commands by Hand



So what should our game DSL look like? The only way to really know is to first create some commands by hand. Then we can see if there are any common patterns between different commands that we can use as the basis of our DSL.
A Command for Welding



[image: image with no caption]

In the attic of the wizard’s house is a welding machine. Let’s allow the players to weld the chain to the bucket if they bring those items to that location. Here’s the code to make this happen:
[image: ] (defun have (object)
    (member object (inventory)))

[image: ] (defparameter *chain-welded* nil)

[image: ] (defun weld (subject object)
[image: ]   (if (and (eq *location* 'attic)
             (eq subject 'chain)
             (eq object 'bucket)
             (have 'chain)
             (have 'bucket)
             (not *chain-welded*))
[image: ]       (progn (setf *chain-welded* t)
               '(the chain is now securely welded to the bucket.))
[image: ]     '(you cannot weld like that.)))
First, we need an easy way of checking whether the player is currently carrying an object, using the have function [image: ]. Remember that we created a command for checking what the player is carrying, named inventory. If an object is a member of the inventory, it means the player must “have” that object.
Next, our program needs some way of keeping track of whether or not the chain and bucket are welded together, since there will be actions later in the game that are possible only once this welding has happened. For this purpose, we create a global, dynamic variable named *chain-welded* [image: ].
Finally, we need to create the welding command itself [image: ]. Welding is possible only if a slew of conditions are met [image: ]:
	You must be in the attic.

	You must have chain and bucket as the subject and object of the welding command.

	You must be carrying the chain and bucket with you.

	The chain and bucket can’t already be welded together.



If these conditions are met, we set our *chain-welded* variable to true [image: ] and print a message indicating this success. If any of the conditions fail, we indicate that the welding was unsuccessful [image: ].
Let’s try the command in the CLISP REPL:
> (weld 'chain 'bucket)
(YOU CANNOT WELD LIKE THAT.)
Well, that’s exactly the right response. After all, we’re not in the attic, and we aren’t carrying the right objects. So far, so good.
Next, let’s try our new command in our fancy game-repl:
> (game-repl)
weld chain bucket
I do not know that command.
quit
What? Why doesn’t it “know” that command? The answer is simple: Our game-repl has some basic protections against running unauthorized commands. To remedy this, we need to add weld to our list of permitted commands:
> (pushnew 'weld *allowed-commands*)
(WELD LOOK WALK PICKUP INVENTORY)
> (game-repl)
weld chain bucket
You cannot weld like that.
By using the pushnew command, the weld function is added only to the allowed commands if it wasn’t already present in that list. Problem solved!

A Command for Dunking



[image: image with no caption]

In the wizard’s garden, there is a well. Let’s create a command that lets the player dunk the bucket in the well to fill it with water:
[image: ] (setf *bucket-filled* nil)

[image: ] (defun dunk (subject object)
[image: ]   (if (and (eq *location* 'garden)
             (eq subject 'bucket)
             (eq object 'well)
             (have 'bucket)
             *chain-welded*)
        (progn (setf *bucket-filled* 't)
               '(the bucket is now full of water))
      '(you cannot dunk like that.)))

[image: ] (pushnew 'dunk *allowed-commands*)
As with our weld command, we first need a variable to keep track of whether the bucket has been filled yet [image: ]. Next, we need a dunk function [image: ]. Notice how, with dunking, we once again have a long list of conditions that need to be met before we can successfully complete the action [image: ]. Some of these are similar to those we needed for our welding command. For instance, dunking also requires the player to be in a specific location with the correct object. Other conditions are dunking-specific, such as the fact that the player needs to have a welded chain before being able to dunk. Finally, we need to push the dunk function onto our list of allowed actions [image: ].
[image: image with no caption]


The game-action Macro



Now that we’ve created two custom game actions for our game, it’s obvious that the weld and dunk commands are very similar in some ways. However, as in our SVG library, each game command needs to contain a certain amount of dynamic logic in it, to customize the behavior of the command. Let’s write a game-action macro that addresses these issues. It will make it much easier to create new game commands.
[image: ] (defmacro game-action (command subj obj place &body body)
[image: ]   `(progn (defun ,command (subject object)
[image: ]             (if (and (eq *location* ',place)
                       (eq subject ',subj)
                       (eq object ',obj)
[image: ]                      (have ',subj))
[image: ]                 ,@body
[image: ]             '(i cant ,command like that.)))
[image: ]           (pushnew ',command *allowed-commands*)))
This game-action macro embodies the common pattern between our dunk and weld commands. The parameters to game-action are the name of the command, the two objects involved in the action, the place it needs to occur, and some arbitrary additional code in the body parameter that lets us add custom logic to the command [image: ].
The main job of the game-action macro is to define a new function for a command [image: ]. It may be surprising to you that a macro can do something as powerful as define a new function on its own, but there is nothing to stop it from doing this. I hope this example shows you just how flexible and mind-bending the Common Lisp macro system can be.
Since all game actions for this game require the location, subject, and object, we can take care of some of the conditions directly within this macro [image: ]. However, we’re going to leave other conditions open for each specific command. Notice, for example, that the subject of the game sentence needs to be owned by the player [image: ], but the object does not. This makes sense, since there are many actions that can be performed, such as “throw rock dragon,” where the object of the sentence (dragon) does not need to be in the player’s inventory.
Once the basic macro-level conditions have been met, we will defer the rest of the logic to the level of the individual command [image: ]. If the conditions were not met, we print an error message, customized with the name of the current command [image: ]. Finally, we pushnew the command into the list of allowed commands for our fancy game-repl [image: ].
One thing we do not do in this macro is define or set any global variables. If a game command needs to define a *chain-welded* or *bucket-filled* global variable, it must do this itself. This makes sense, since there is clearly no guarantee that there will be a one-to-one relationship between state variables for our game and particular commands. For instance, some commands may be permitted multiple times, making the state unnecessary. Or an action may depend on multiple state variables. Having this kind of variation in the commands is what makes them unique and fun.
With this macro, we now have a simple DSL for creating new game actions! Essentially, this command gives us our own programming language, specialized for the domain of creating game commands. Let’s rewrite our previous weld and dunk commands using our new game command programming language:
(defparameter *chain-welded* nil)

(game-action weld chain bucket attic
             (if (and (have 'bucket) (not *chain-welded*))
                 (progn (setf *chain-welded* 't)
                        '(the chain is now securely welded to the bucket.))
               '(you do not have a bucket.)))

(setf *bucket-filled* nil)

(game-action dunk bucket well garden
             (if *chain-welded*
                 (progn (setf *bucket-filled* 't)
                        '(the bucket is now full of water))
               '(the water level is too low to reach.)))
As you can see, these commands have become much easier on the eyes. Notice how weld checks for ownership of the bucket, whereas dunk does not need to check for ownership of the well.
To further illustrate the value of using macros to implement our game command DSL, let’s implement a more complicated game command, splash:
(game-action splash bucket wizard living-room
   (cond ((not *bucket-filled*) '(the bucket has nothing in it.))
         ((have 'frog) '(the wizard awakens and sees that you stole his frog.
                         he is so upset he banishes you to the
                         netherworlds- you lose! the end.))
         (t '(the wizard awakens from his slumber and greets you warmly.
              he hands you the magic low-carb donut- you win! the end.))))
For this command, there are three distinct scenarios that might happen:
	The bucket is empty.

	Your bucket is full, but you stole the frog. In that case, you lose.

	Your bucket is full and you didn’t steal the frog. You win!



With our game-action macro, we can support many action commands, each with special idiosyncratic behavior. Still, we are able to avoid unnecessary repetition.
Note
The game-action command exposes the subject and object variables within the body of the macro. This allows game commands to access this information, but it might also cause a name collision if the code that creates the game-action commands also has variables named subject and object. As an exercise, try modifying the game-action macro so that the subject and object variables are replaced by gensym names, as discussed in Chapter 16.



Let's Try the Completed Wizard's Adventure Game!



Here is a sample run through of the Wizard’s Adventure Game that shows off some of the rich functionality we’ve put into this game. Play the game yourself and see if you can win the magic donut!
[image: image with no caption]

> (game-repl)
look
You are in the living-room. There is a wizard  snoring loudly on the couch.
There is a door going west from here. There is a ladder going upstairs from
here. You see a whiskey on the floor. You see a bucket on the floor.
pickup bucket
You are now carrying the bucket
pickup whiskey
You are now carrying the whiskey
inventory
Items- whiskey bucket
walk upstairs
You are in the attic. There is a giant welding torch in the corner. There is a
ladder going downstairs from here.
walk east
You cannot go that way.
walk downstairs
You are in the living-room. A wizard is snoring loudly on the couch. There is
a door going west from here. There is a ladder going upstairs from here.
walk west
You are in a beautiful garden. There is a well in front of you. There is a
door going east from here. You see a frog on the floor. You see
a chain on the floor.
dunk bucket well
The water level is too low to reach.
pickup chain
You are now carrying the chain
walk east
You are in the living-room. A wizard is snoring loudly on the couch. There is
a door going west from here. There is a ladder going upstairs
from here.
splash bucket wizard
The bucket has nothing in it.


What You've Learned



This chapter demonstrated how to create DSLs in Lisp. You learned the following:
	When you need to do some weird programming for a very specific domain, Macros are a great solution. With them, you can create your own DSL.

	Often, it makes sense to first write a helper function for a macro (like print-tag), and then write a macro (like tag) to add improvements that only a macro can provide. These improvements usually involve being able to access the code with a clearer, and often safer, syntax.

	You can mix DSLs with regular Lisp code, which gives you a lot of power.

	DSLs are useful when you need to write very specific code—whether it’s code for a web page, code that draws a picture, or code that builds special game commands.




Chapter 18. Lazy Programming



In Chapter 14, you learned that your programs can be simpler and cleaner when built with clean, math-like functions. These functions always return the same result, which depends solely on the arguments passed into them. When you rely only on these types of functions, you are using the functional programming style.
However, when we used the functional programming style to create the Dice of Doom game in Chapter 15, a problem became evident: If your functions rely entirely on the arguments passed into them, the stuff that you need to pass into them often becomes huge.
In the Dice of Doom game, we pass around the game-tree variable, which holds all the possible future states of the game board. This is a truly massive structure, even on a measly 3-by-3 board! So while the game’s current design makes our code very simple and elegant, it doesn’t appear to scale well to larger game boards, which would have exponentially larger game trees. The only way we could conceivably maintain our elegant code while allowing more complex games on larger boards is to make our program smart enough not to look at every conceivable move right from the start of the game. Is this possible? Yes, it is possible, using a feature called lazy evaluation. In this chapter, we’ll employ lazy evaluation to create an improved version of Dice of Doom.
Adding Lazy Evaluation to Lisp



With lazy evaluation, we can still create our entire game tree in a single place in our code—at the beginning of our game. However, we use some clever tricks so that some branches of our game tree are hidden in clouds:
[image: image with no caption]

The branches of the game tree are still declared right from the start. However, we don’t bother doing all the actual calculations for the branches in clouds, as we would do when we create a “real” branch. This is the lazy part of lazy evaluation.
Instead, we wait to see if anyone “looks” at a cloudy branch. The moment this happens, POOF!, we create a real branch of our game tree at that spot:
[image: image with no caption]

This means that these branches in the game tree are created only if some part of the code happens to look at them. If the player never chooses a particular move in the game, and the AI never decides to contemplate it, our program will lazily avoid the calculations needed to figure out what the given branch actually looks like.
Some languages, such as Haskell and Clojure Lisp, contain support for lazy evaluation as part of the core of the language. In fact, Clojure encourages its use and clearly demonstrates how useful it is for functional programming. However, the ANSI Common Lisp standard does not contain any similar feature for such lazy evaluation. Fortunately, with Common Lisp’s powerful macro system, we can easily add this feature to the language ourselves!
Creating the lazy and force Commands



The most basic commands for lazy evaluation we’re going to create are lazy and force. The lazy command will be a wrapper you can put around a piece of code, telling Lisp that you would like the code to be evaluated in a lazy way, like this:
> (lazy (+ 1 2))
#<FUNCTION ...>
As you can see, the computer does not try to calculate the value of 1 plus 2. Instead, it simply returns a function. To get the actual result of the calculation, we must call our other basic lazy evaluation command on a lazy value:
> (force (lazy (+ 1 2)))
3
The important thing is that the calculation was performed, but not when the lazy value was created—only when it was forced. To see that this is the case, let’s look at a more complex example:
[image: ] > (defun add (a b)
       (princ "I am adding now")
       (+ a b))
  ADD
[image: ] > (defparameter *foo* (lazy (add 1 2)))
  *FOO*
[image: ] > (force *foo*)
[image: ] I am adding now
  3
Here, we’ve created our own add function, which, as a side effect, prints a message to the console showing when the addition is happening [image: ]. Next, we lazily add two numbers with our function and store the result in the variable *foo* [image: ]. So far, we know the addition hasn’t actually happened, since the message “I am adding now” has not yet appeared.
Then we force our variable [image: ]. By forcing the value, the calculation is actually performed, and the result of 3 is returned. You can see that the addition took place when we forced the lazy value, since our message was also printed in the console [image: ].
Here is the code for a simple implementation of lazy:
[image: ] (defmacro lazy (&body body)
[image: ]   (let ((forced (gensym))
          (value (gensym)))
[image: ]     `(let ((,forced nil)
[image: ]        (,value nil))
[image: ]        (lambda ()
[image: ]          (unless ,forced
[image: ]            (setf ,value (progn ,@body))
[image: ]            (setf ,forced t))
[image: ]          ,value))))
We implement lazy by declaring a macro [image: ]. This macro will require two variables in the code it generates. We need to declare these as gensym names [image: ], as discussed in Chapter 16. Next, we begin generating the code that the macro will output [image: ] (note the backquote at the beginning of this line).
At the top of the code generated by the macro is a declaration for two local variables, using the gensym names we created [image: ]. The first variable tells us whether this lazy value has been forced yet [image: ]. If it is nil, the value can hide in a cloud. If the variable is true, the value is no longer hidden in a cloud, because it has been forced.
Once the value has been calculated through a call to force, we store the resulting value in another variable, though initially this value isn’t used and is set to nil [image: ]. When our lazy macro is called, we want it to return a function, which can be called at a later time to force our lazy value to return a result. Therefore, we declare a lambda function next [image: ].
Remember that any local variables declared outside this lambda function will be captured by the function as a closure. This means that the local variables above [image: ][image: ] will persist between subsequent calls of the lambda function. Why does this matter? Well, once the cloud goes POOF!, we have completed all the work to calculate a value, and we don’t want to do it again when the lazy value is forced and checked again multiple times in the future. We can avoid this by remembering the value after the first force here [image: ] between calls.
When our lazy value is forced (by calling the lambda function we created), the first question we must ask ourselves is whether it has been forced already or is still hidden behind the cloud [image: ]. For a value that has not yet been forced, we go POOF! and perform the lazy calculation [image: ], and save it as our value. We also mark it as having been forced [image: ]. Now the cloud has been destroyed.
Once the cloud is gone, we can simply return our calculated value [image: ]. This may have been just calculated, or it may already exist from a previous call to force.
Unlike the (admittedly mind-bending) code for the lazy macro, the force function is super-simple. All it does is call the lambda function created by lazy:
(defun force (lazy-value)
  (funcall lazy-value))
We now have a fully functional set of primitive lazy evaluation commands. Many different types of sophisticated tools could be built on top of these simple lazy and force commands.

Creating a Lazy Lists Library



We will now employ our new commands to build a library for lazy lists, based loosely on their implementation in Clojure. (In Clojure, lazy lists are referred to as lazy sequences.)
Since the fundamental command for working with Lisp lists is the cons command, you shouldn’t be surprised that the first command we create for working with lazy lists is the lazy-cons command:
(defmacro lazy-cons (a d)
  `(lazy (cons ,a ,d)))
This macro emulates the behavior of cons, except that the result is wrapped in the lazy macro. To accompany lazy-cons, we’ll also create lazy-car and lazy-cdr commands:
(defun lazy-car (x)
  (car (force x)))

(defun lazy-cdr (x)
  (cdr (force x)))
All these functions do is force the lazy value and then call car and cdr, respectively. Let’s try using these new commands:
[image: ] > (defparameter *foo* (lazy-cons 4 7))
  *FOO*
[image: ] > (lazy-car *foo*)
  4
[image: ] > (lazy-cdr *foo*)
  7
As you can see, we can use lazy-cons exactly as we would use cons [image: ]. Then we can take apart a lazy cons in the same way we would take apart a cons [image: ][image: ].
So far, it looks like our lazy list functions aren’t any different from the standard cons, car, and cdr functions. However, we can actually use them to perform some pretty amazing feats. Consider, for instance, the following definition:
(defparameter *integers*
[image: ]   (labels ((f (n)
[image: ]              (lazy-cons n (f (1+ n)))))
        (f 1)))
Here, we’ve used the lazy-cons command to declare something impossible: a variable that holds a list of all positive integers! We do this by creating a local function f [image: ], which we then call recursively to build an infinite chain of lazy-conses, using an ever-increasing number n [image: ]. Once we’ve declared this seemingly impossible *integers* variable, we can use it just as you might expect:
> (lazy-car *integers*)
1
> (lazy-car (lazy-cdr *integers*))
2
> (lazy-car (lazy-cdr (lazy-cdr *integers*)))
3
As long as we stick to using only our lazy- commands, we can pull whatever we want out of our infinite list of integers, forcing more and more numbers from *integers* on an as-needed basis.
Since not all lists are infinite (as is the list of positive integers), we’ll also need to have a concept of a lazy-nil to terminate a list. Similarly, we need a lazy-null function that we can use to check if we’ve reached the end of a list, just as the null function can be used to check for the end of a regular list.
(defun lazy-nil ()
  (lazy nil))

(defun lazy-null (x)
  (not (force x)))
Now that we have all the basic building blocks for working with lazy lists, let’s create some useful functions for our library.

Converting Between Regular Lists and Lazy Lists



One obvious thing we would want to be able to do is convert a regular list into a lazy list. The make-lazy function allows us to do this:
(defun make-lazy (lst)
[image: ]   (lazy (when lst
[image: ]           (cons (car lst) (make-lazy (cdr lst))))))
As the make-lazy function clearly shows, writing lazy list library functions is sort of like writing zen koans. The only way to understand them is to stare at them for a long time. The English language doesn’t have appropriate words for clearly explaining functions like make-lazy.
In broad terms, make-lazy uses recursion to travel across the list [image: ], and then wraps each cons in a call to the lazy macro [image: ]. However, to get the full meaning of this function (and the other remaining functions in our lazy library), you’ll just have to try to think carefully about what lazy and force really mean, and meditate a bit over each function. Luckily, once our little lazy list library is complete, it will hide most of the strangeness of lazy evaluation.
Just as we wrote the make-lazy function to convert regular lists to lazy lists, we can create some functions to do the reverse—convert lazy lists into regular ones. The take and take-all functions allow us to do this.
[image: ] (defun take (n lst)
    (unless (or (zerop n) (lazy-null lst))
      (cons (lazy-car lst) (take (1- n) (lazy-cdr lst)))))

[image: ] (defun take-all (lst)
    (unless (lazy-null lst)
      (cons (lazy-car lst) (take-all (lazy-cdr lst)))))
The reason we want two different commands for going from lazy to regular lists is that, unlike regular lists, lazy lists can be infinite. Therefore, it is useful to have an additional command that lets us take just a specified number of items from the list. The take function accepts an extra argument n that indicates just how many values we want to take [image: ]. If we just want all values, we can call the take-all function [image: ]. Of course, this function cannot be used on infinite lists—taking all items from an infinite list would lead to an infinite loop.
Let’s try out our new lazy list conversion functions:
[image: ] > (take 10 *integers*)
  (1 2 3 4 5 6 7 8 9 10)
[image: ] > (take 10 (make-lazy '(q w e r t y u i o p a s d f)))
  (Q W E R T Y U I O P)
  > (take-all (make-lazy '(q w e r t y u i o p a s d f)))
[image: ] (Q W E R T Y U I O P A S D F)
As you would expect, if we take the first 10 integers off the list of all positive integers, we just get the numbers 1 through 10 as a result [image: ]. The take function can also be used on a finite list we’ve created by calling make-lazy [image: ]. However, if a list is finite, we can use the simpler take-all function and just get a regular list of all items in the lazy list [image: ].

Mapping and Searching Across Lazy Lists



We also want to be able to map and search across lazy lists. Here are some functions to allow that:
(defun lazy-mapcar (fun lst)
  (lazy (unless (lazy-null lst)
          (cons (funcall fun (lazy-car lst))
                (lazy-mapcar fun (lazy-cdr lst))))))

(defun lazy-mapcan (fun lst)
  (labels ((f (lst-cur)
          (if (lazy-null lst-cur)
                  (force (lazy-mapcan fun (lazy-cdr lst)))
                (cons (lazy-car lst-cur) (lazy (f (lazy-cdr lst-cur)))))))
    (lazy (unless (lazy-null lst)
        (f (funcall fun (lazy-car lst)))))))

(defun lazy-find-if (fun lst)
  (unless (lazy-null lst)
    (let ((x (lazy-car lst)))
      (if (funcall fun x)
          x
        (lazy-find-if fun (lazy-cdr lst))))))

(defun lazy-nth (n lst)
  (if (zerop n)
      (lazy-car lst)
    (lazy-nth (1- n) (lazy-cdr lst))))
These functions are analogous to the functions mapcar, mapcan, find-if, and nth. The only difference is that they accept and return lazy lists. This means that instead of using null, car, and cdr, they use the lazy versions of these functions (lazy-null, lazy-car, and lazy-cdr) that we just created.
Using these functions is pretty straightforward:
[image: ] > (take 10 (lazy-mapcar #'sqrt *integers*))
  (1 1.4142135 1.7320508 2 2.236068 2.4494898
   2.6457512 2.828427 3 3.1622777)
[image: ] > (take 10 (lazy-mapcan (lambda (x)
                            (if (evenp x)
[image: ]                               (make-lazy (list x))
[image: ]                             (lazy-nil)))
                          *integers*))
  (2 4 6 8 10 12 14 16 18 20)
[image: ] > (lazy-find-if #'oddp (make-lazy '(2 4 6 7 8 10)))
  7
[image: ] > (lazy-nth 4 (make-lazy '(a b c d e f g)))
  E
Calling lazy-mapcar to map the square root function across the positive integers gives us a lazy list of the square roots of the positive integers. The first 10 are shown [image: ]. Next, we call lazy-mapcan [image: ] and check if each positive integer is even. If it is, we return a lazy list of the numbers [image: ]. If it isn’t, we return the lazy empty list [image: ]. The result is that we’ve filtered out all the even numbers from our lazy list of integers. We can use lazy-find-if to find the first odd number in a lazy list [image: ]. In this case, the number was 7. Finally, we can use lazy-nth to pick a number out of a specific location in a lazy list [image: ].
We have now written an entire, if rather simple, lazy list library. Place all the functions we’ve written so far in this chapter in a file named lazy.lisp (or simply download that file from http://landoflisp.com/).
Now, you’re going to see that lazy lists allow us to greatly boost the power of our Dice of Doom game engine!



Dice of Doom, Version 2



In Chapter 15, we created the first version of our Dice of Doom game. We are now going to modify some of the functions from that version. To proceed, place the code from that chapter into a file named dice_of_doom_v1.lisp so that we can reference it in this new version (or just download that file from http://landoflisp.com/).
To use our previous Dice of Doom and our new lazy list library, run the following in the REPL:
> (load "dice_of_doom_v1.lisp")
> (load "lazy.lisp")
Next, we’re going to increase the size of our board to a more roomy 4-by-4:
> (defparameter *board-size* 4)
> (defparameter *board-hexnum* (* *board-size* *board-size*))
To allow the game to run at a reasonable speed at this larger size, we’ll make the list of moves at each branch of our game tree a lazy list, instead of just a regular list. By simply converting this one structure in our game from a regular list to a lazy list, the entire game tree will become lazy as a result. To accomplish this, we now need to redefine some of the functions from the first version of our game to use our new lazy list functions.
First, let’s make some small modifications to the functions that calculate the attacking and passing moves possible from a given board position:
(defun add-passing-move (board player spare-dice first-move moves)
    (if first-move
        moves
[image: ]       (lazy-cons (list nil
                         (game-tree (add-new-dice board player
                                                  (1- spare-dice))
                                    (mod (1+ player) *num-players*)
                                    0
                                    t))
                   moves)))

  (defun attacking-moves (board cur-player spare-dice)
    (labels ((player (pos)
          (car (aref board pos)))
       (dice (pos)
           (cadr (aref board pos))))
[image: ]     (lazy-mapcan
       (lambda (src)
         (if (eq (player src) cur-player)
[image: ]            (lazy-mapcan
              (lambda (dst)
                (if (and (not (eq (player dst)
                                  cur-player))
                         (> (dice src) (dice dst)))
[image: ]                   (make-lazy
                     (list (list (list src dst)
                                 (game-tree (board-attack board
                                                          cur-player
                                                          src
                                                          dst
                                                          (dice src))
                                            cur-player
                                            (+ spare-dice (dice dst))
                                            nil))))
[image: ]                 (lazy-nil)))
[image: ]             (make-lazy (neighbors src)))
[image: ]          (lazy-nil)))
[image: ]      (make-lazy (loop for n below *board-hexnum*
                        collect n)))))
As you can see, the add-passing-move function needs only one small change. Since the list of moves is now a lazy list, we use lazy-cons to add a passing move to the top of the list of possible moves [image: ].
The attacking-moves function requires a few more changes. First, since it now needs to return a lazy list, we use lazy-mapcan in lieu of mapcan in two places as the moves are calculated [image: ][image: ]. The lazy-mapcan function also requires the lists created inside it to be lazy, which we accomplish with the make-lazy function [image: ][image: ]. Also, any place we returned nil we now instead return a lazy-nil [image: ][image: ]. Finally, we also make the list of calculated board positions lazy [image: ], since it is fed into the outer lazy-mapcan.
Next, let’s make similar changes to two of the functions that deal with human players:
(defun handle-human (tree)
    (fresh-line)
    (princ "choose your move:")
    (let ((moves (caddr tree)))
      (labels ((print-moves (moves n)
[image: ]                     (unless (lazy-null moves)
[image: ]                       (let* ((move (lazy-car moves))
                           (action (car move)))
                          (fresh-line)
                          (format t "˜a. " n)
                          (if action
                            (format t "˜a -> ˜a" (car action) (cadr action))
                           (princ "end turn")))
[image: ]                       (print-moves (lazy-cdr moves) (1+ n)))))
            (print-moves moves 1))
      (fresh-line)
[image: ]     (cadr (lazy-nth (1- (read)) moves))))

  (defun play-vs-human (tree)
    (print-info tree)
[image: ]   (if (not (lazy-null (caddr tree)))
        (play-vs-human (handle-human tree))
      (announce-winner (cadr tree))))
In the handle-human function, we have a local function print-moves, which is a list-eater function across the list of moves. We modify it to use our lazy commands when checking for the end of the list [image: ], taking a move off the front of the list [image: ], and recursing across the tail of the list [image: ]. Finally, we modify handle-human to use lazy-nth to pick a move after the human chooses it from the list of options [image: ].
In the play-vs-human function, we make just a single pinpoint change. In order to determine whether we’ve reached the end of a game, we need to check whether the list of subsequent possible moves is empty, and then announce the winner. We simply use lazy-null to check if the lazy list of moves is empty [image: ].
With these simple changes in place, you can play Dice of Doom against another human on much larger board sizes, since no move in the tree is realized unless one of the players decides to make it. On our larger, 4-by-4 board, enter the following to start a game (just as for version 1 of our game):
> (play-vs-human (game-tree (gen-board) 0 0 t))
current player = a
        a-1 a-3 a-1 b-2
      b-3 a-3 a-3 a-1
    a-3 a-3 b-1 a-2
  b-3 a-3 a-1 a-3
choose your move:
1. 5 -> 10
2. 6 -> 10
3. 9 -> 10
4. 11 -> 10
5. 15 -> 10
Version 1 would screech to a halt the moment this command was executed. This is because it would need to generate the entirety of the game tree, for every possible move of the whole game, before the game would even start playing.
With our lazy version of Dice of Doom, the game starts instantly!

Making Our AI Work on Larger Game Boards



Next, we’re going to adjust our game AI functions to use the new lazy list library when processing moves. Along the way, we will make some additional improvements to the AI code.
Trimming the Game Tree



[image: image with no caption]

In version 1 of Dice of Doom, our AI code was, in certain ways, extremely powerful. This is because, at every decision point, the AI player would look at every possible future board position to choose the absolute best next move. In this way, it could play a perfect game of Dice of Doom, winning every game that was winnable.
However, such a design does not scale to larger boards. This is because it becomes impossible to contemplate every single possible future move once there are too many. In fact, the whole point of our new lazy game tree is to avoid contemplating every possible move. Therefore, we need a way to tell the computer, “Consider only this many moves, and no more.” In other words, we want to be able tell it to look only two, three, or four moves ahead, and then stop looking any further.
The functional programming style of Dice of Doom allows us to do this in a very elegant but nonobvious way.
The obvious solution to the problem would be to modify the get-ratings and rate-position from version 1 to have a new argument called search-depth. Then we could ask ourselves at every call of those functions, “Have we reached the maximum search depth we want?”
The problem with this approach is that it gunks up those functions with extra, confusing code. In fact, the way we evaluate board positions is theoretically a separate issue from how deep we wish to search. As programmers like to say, these issues are orthogonal, and it would be best if we could write separate functions to deal with each of these issues independently.
In fact, with our new lazy game tree, it is possible to write a separate function that is solely responsible for “trimming” the search tree and is completely independent from the main AI code that contemplates and rates possible moves.
Here is the function that trims our tree:
[image: ] (defun limit-tree-depth (tree depth)
    (list (car tree)
      (cadr tree)
[image: ]     (if (zerop depth)
[image: ]         (lazy-nil)
        (lazy-mapcar (lambda (move)
                         (list (car move)
[image: ]                              (limit-tree-depth (cadr move) (1- depth))))
                 (caddr tree)))))
This is a pretty simple function that takes just two arguments: a lazy tree and the depth to which we wish to trim it [image: ]. As a result, it just outputs a new game tree, calling itself recursively, decrementing the depth for each level it travels into the tree [image: ]. Once this depth reaches zero [image: ], we know we’re at the level that we want to trim, and we set the lazy list of moves to the empty list [image: ].
Now all we need to do is call our new limit-tree-depth function before doing our AI rating calculations. We do this by tweaking our handle-computer function a bit:
(defparameter *ai-level* 4)

  (defun handle-computer (tree)
[image: ]   (let ((ratings (get-ratings (limit-tree-depth tree *ai-level*)
                                (car tree))))
[image: ]      (cadr (lazy-nth (position (apply #'max ratings) ratings)
                     (caddr tree)))))
Before calling get-ratings to get a rating for every next available move, we transform our game tree into our trimmed game tree [image: ]. All of our AI code can now run on the trimmed tree, completely oblivious to the fact that a larger game tree exists or that there are deeper moves it isn’t including in its calculations. With this technique, we have managed to decouple the code that limits the AI search depth from the algorithm that actually evaluates board positions. One other small modification is to use lazy-nth when picking a move out of the lazy list of moves [image: ].
Note
The limit-tree-depth function uses a pretty crude method for trimming our tree: It simply trims all tree branches beyond a certain depth. For most board games, doing this is an optimal way of trimming the game tree. However, Dice of Doom has the uncommon property that multiple moves in a row are allowed for each player. It would probably be more optimal if limit-tree-depth took into account how many times we’ve switched players as a criterion for trimming a branch. But our simpler version works well enough.

At this point, we should also make a pinpoint change to play-vs-computer:
(defun play-vs-computer (tree)
    (print-info tree)
[image: ]   (cond ((lazy-null (caddr tree)) (announce-winner (cadr tree)))
          ((zerop (car tree)) (play-vs-computer (handle-human tree)))
          (t (play-vs-computer (handle-computer tree)))))
Here, we just added a lazy-null to check for the end of the lazy list of moves in a single spot [image: ].
Now let’s look at another trick that will improve the power of our AI code.

Applying Heuristics



By trimming our game tree, we’ve fundamentally changed our AI player. Without trimming, the AI player was able to play a perfect game at all times. By trimming the tree, however, it is possible for the AI to “miss something,” since it is no longer contemplating every possible future move. In version 2 of Dice of Doom, the computer player will no longer be able to play a perfect game—just a “pretty good” game is possible.
Basically, we’ve exchanged the AI’s ability to play a perfect game for much better performance. In the process, we’ve turned the AI code from something precise that can be analyzed by mathematics into something that is “squishier” and far less precise. As computer scientists would say, we have now entered into the realm of heuristics.
In computer science, heuristics are programming techniques that are imperfect, but allow us to get good results very quickly. Broadly speaking, any technique that is fast but not guaranteed to work 100 percent of the time is a heuristic. When we write code that uses heuristics (as our Dice of Doom AI engine now does), it is often worthwhile to use some creative thinking and to “play around” with the code in different ways.
Basically, since we’ve already given up on our goal of a perfect solution and are now using imprecise techniques, it’s possible that tweaking the knobs on the heuristic code in different ways could dramatically improve our results. And indeed, it turns out that there is a simple change we can make to our Dice of Doom AI heuristics that will significantly improve the AI player’s game.

Winning by a Lot vs. Winning by a Little



In version 1 of our Dice of Doom code, the AI player had no reason to ever worry about its margin of victory. All it cared about was that when the game ended, it had ownership of at least one more territory of the board than its opponent, which meant it had won.
However, now that we’re using imprecise heuristics in our AI code, it matters a lot how large the lead is at any point in the game. A heuristic rule for this situation is “If I am totally whomping my opponent in the game, it is pretty unlikely he/she will be able to recover, even if I look only a few moves ahead.”
Remember that a minimax algorithm (as we’re using in our AI) assigns a point score to every final leaf branch in the tree. In version 1 of our game, this score was either 0 or 1, or sometimes 1/2 when the game ended in a tie. In version 2, these are not truly “final leaves” in the tree, but simply leaves in our much smaller trimmed tree. In this situation, it would be much better if our leaf point scores had a larger range of values, so that we can tell which moves lead to a game we’re winning by “a lot” and which moves lead to a game we’re winning by only “a little.”
Let’s write a score-board function that uses some more complex heuristics to score the board position at a leaf:
(defun score-board (board player)
[image: ]   (loop for hex across board
          for pos from 0
[image: ]         sum (if (eq (car hex) player)
[image: ]                 (if (threatened pos board)
[image: ]                     1
[image: ]                   2)
[image: ]               −1)))
The score-board function loops [image: ] across all of the hexes of the board and builds a running total of points for each hex using the sum directive of the loop macro. If the player we’re scoring owns the current hex [image: ], we want to add positive points to the total [image: ][image: ].
To decide exactly how many points to add to the total for an occupied hex, we make another heuristic observation: Hexes that neighbor a stronger opponent aren’t quite as valuable as hexes without strong neighbors. We’ll call a hex that neighbors an enemy hex that has more dice on it a threatened hex. For hexes that are threatened [image: ], we’ll add only 1 point to the point total [image: ]. For hexes that are unthreatened, we’ll add 2 points [image: ]. Finally, for each hex owned by an opposing player, we’ll subtract 1 point from the total [image: ].
Again, the important thing to realize is that score-board is a heuristic function, and there is no truly right or wrong way to generate such a score. Instead of adding 2 points for unthreatened hexes, we could just as easily have added 1.5 points. In developing this example, I ran some simulations playing various opponents using different versions of the score-board function, and this version ended up working reasonably well. Developing heuristics is not an exact science.
Here is the function that determines whether a given hex is threatened:
(defun threatened (pos board)
[image: ]   (let* ((hex (aref board pos))
           (player (car hex))
           (dice (cadr hex)))
[image: ]     (loop for n in (neighbors pos)
[image: ]           do (let* ((nhex (aref board n))
                      (nplayer (car nhex))
                      (ndice (cadr nhex)))
[image: ]                (when (and (not (eq player nplayer)) (> ndice dice))
[image: ]                  (return t))))))
First, we get the hex in question and figure out who the occupying player is, and how many dice that player has [image: ]. Then we loop through all the neighboring squares for the current position [image: ]. After that, we find out the player and dice count for each of the neighbors [image: ]. As soon as we find a neighboring hex owned by an opponent with a larger dice count (a threatening neighbor) [image: ], we can return true [image: ]. Calling return in this way causes the loop to stop early with true as a result.
Now that we have completed our score-board and threatened functions, we’re ready to write our improved get-ratings and rate-position functions:
(defun get-ratings (tree player)
[image: ]   (take-all (lazy-mapcar (lambda (move)
                             (rate-position (cadr move) player))
                           (caddr tree))))

  (defun rate-position (tree player)
    (let ((moves (caddr tree)))
[image: ]     (if (not (lazy-null moves))
      (apply (if (eq (car tree) player)
             #'max
           #'min)
             (get-ratings tree player))
[image: ]       (score-board (cadr tree) player))))
As you can see, we’ve updated a couple lines of code [image: ][image: ] to be compatible with our new lazy game tree. Notice that any game positions that lack follow-up moves (that is, leaves) now cause our new score-board function to be called [image: ].
Now that we have a fully working heuristic AI player that can play on larger game boards, let’s try it out. As usual, all moves for player B in the following example are being automatically calculated by the AI algorithm:
> (play-vs-computer (game-tree (gen-board) 0 0 t))
current player = a
        a-1 b-2 b-1 a-3
      b-3 a-1 a-3 a-3
    b-3 b-2 b-2 b-2
  a-3 a-3 a-2 a-2
choose your move:
1. 3 -> 2
2. 6 -> 2
3. 6 -> 10
4. 6 -> 1
5. 6 -> 11
6. 7 -> 11
7. 7 -> 2
8. 13 -> 9
3
current player = a
        a-1 b-2 b-1 a-3
      b-3 a-1 a-1 a-3
    b-3 b-2 a-2 b-2
  a-3 a-3 a-2 a-2
choose your move:
1. end turn
2. 3 -> 2
3. 7 -> 11
4. 7 -> 2
5. 13 -> 9
1
current player = b
        a-2 b-2 b-1 a-3
      b-3 a-1 a-1 a-3
    b-3 b-2 a-2 b-2
  a-3 a-3 a-2 a-2
current player = b
        a-2 b-1 b-1 a-3
      b-3 b-1 a-1 a-3
    b-3 b-2 a-2 b-2
  a-3 a-3 a-2 a-2
current player = b
        b-2 b-1 b-1 a-3
      b-1 b-1 a-1 a-3
    b-3 b-2 a-2 b-2
  a-3 a-3 a-2 a-2
current player = b
        b-2 b-1 b-1 a-3
      b-1 b-1 b-1 a-3
    b-3 b-2 a-2 b-1
  a-3 a-3 a-2 a-2
current player = a
        b-3 b-2 b-2 a-3
      b-1 b-1 b-1 a-3
    b-3 b-2 a-2 b-1
  a-3 a-3 a-2 a-2
choose your move:
1. 3 -> 2
2. 7 -> 11
3. 7 -> 2
4. 7 -> 6
5. 10 -> 6
6. 10 -> 5
7. 10 -> 11
8. 13 -> 9
9. 15 -> 11
...
With these changes in place, the AI player will win around 65 to 70 percent of all games (depending on the board size and AI level) when pitted against a player that chooses only random moves. This is actually a very good result. Our simple gen-board function often creates very lopsided starting positions, so many of the remaining 30 percent of the games are simply unwinnable for the computer.

Alpha Beta Pruning



Let’s add one final improvement to version 2 of our Dice of Doom AI.
Alpha-beta pruning is a well-known optimization of the minimax algorithm that improves performance by skipping over some branches (pruning those branches) if it is certain that they will not impact the final minimax evaluation.
[image: image with no caption]

When would a branch in the game tree be unable to impact the final result? In order to understand how alpha-beta pruning works, look at the following picture, showing the game tree for a simple 2-by-2 board:
[image: image with no caption]

At the top of this picture is the starting position of the game. The arrows point to possible moves. Above each board it states which player (A or B) currently is making a move.
The picture also shows the results of a minimax analysis of the game tree. On the bottom right of each board, you can see a number showing how our latest get-ratings function (with the new score-board logic) would rate that position. For leaf nodes (the boards along the very bottom), this number is calculated through score-board. For branch nodes, the number is calculated based on the minimax algorithm.
Every position in the game tree that allows a choice of moves is marked either as a MAX node or MIN node. Since the analysis in the picture is based on finding the best move for player A, all places allowing choices for player A are marked as MAX. All positions allowing choices for player B are marked as MIN. As you can see from the picture, this game is pretty unexciting, and there is only one position where player B actually has a choice of moves. In other words, only one MIN node exists in the game tree.
Working left to right, the minimax algorithm travels, depth first, exploring all the way down to the leaves. This is called a depth-first search. (We’re assuming no trimming is occurring, with *ai-level* set very high.) Then it chooses either the maximum or minimum scores for any nodes that have more than one branch.
When it does this, the first (left) branch of the MIN node in the picture ends up with a score of 8. If the AI engine now dips into the right branch, it really only cares what it finds there as long as the score remains below 8. After all, the minimum of 8 and any larger number larger than 8 will still be 8, making such large numbers irrelevant to the eventual outcome of the calculation.
As soon as the AI finds a node in the right branch that has a score of 8 (marked with a star in the picture), it knows the rest of the right branch is irrelevant and can be pruned away from our calculations. This means the minimax algorithm has no need to look at the branch in the tree marked with the dotted line in the picture.
This is a simple example, showing alpha-beta pruning in action. In the game tree shown in the picture, this pruning leads to only modest savings, since just a small number of the total nodes can be pruned. However, with larger game trees, the savings from alpha-beta pruning are typically immense, constituting a majority of the nodes in the game tree.
We’re going to take some liberties in how we implement alpha-beta pruning in our game to keep things simple. First, an alpha-beta pruning algorithm usually will pass around two variables called, naturally, alpha and beta.
This is because it’s possible to write code that handles both the MAX nodes and MIN nodes at once by switching alpha and beta between the high and low limits. In our example, we’re going to use the variables upper-limit and lower-limit instead, indicating the highest and lowest values we care about as we traverse the game tree. As a cost, there will be some repetitive-looking code for handling the MAX and MIN cases. However, thinking of alpha-beta pruning in terms of upper-limit and lower-limit makes the code a bit easier to understand.
Another compromise we’re making is that we’re not decoupling the pruning code from the minimax code. Remember that with the trimming code, we wrote an independent function named limit-tree-depth, which separated the act of trimming from the rest of the AI code. We could use a similar approach for separating the alpha-beta pruning code as well, creating a function that can transform the game tree into a pruned version on its own. However, doing this is a bit more involved, because the alpha-beta pruning code must have access to intermediate minimax calculations. For a more advanced AI engine, this would be a good idea. For our simple engine, we will just add our alpha-beta pruning check directly inside our minimax functions.
So let’s get started. First, we’ll rewrite our get-ratings function as two new functions: ab-get-ratings-max and ab-get-ratings-min.
Remember that the get-ratings function was responsible for calculating the best score out of multiple available moves from a single-board arrangement. Now, however, we want it to stop early in its evaluation of moves once it decides it has found a move that’s “as good as is possible.” Determining whether it has reached this point is subtly different depending on whether the node in question is a MAX move (a move of the current player) or a MIN move (a move for the opponent).
Let’s look at the version responsible for MAX nodes first:
[image: ] (defun ab-get-ratings-max (tree player upper-limit lower-limit)
    (labels ((f (moves lower-limit)
             (unless (lazy-null moves)
[image: ]              (let ((x (ab-rate-position (cadr (lazy-car moves))
                                          player
                                          upper-limit
                                          lower-limit)))
[image: ]                (if (>= x upper-limit)
[image: ]                    (list x)
[image: ]                  (cons x (f (lazy-cdr moves) (max x lower-limit))))))))
      (f (caddr tree) lower-limit)))
We’re now passing in an extra upper-limit and lower-limit argument into ab-get-ratings-max [image: ]. This function won’t actually ever check the lower-limit argument directly, since it is concerned only with finding the maximum rating possible from the given location in the tree. However, it will pass this value on to child branches, which may contain MIN nodes that do care about the lower limit.
When we rate the next branch of the tree [image: ] (by calling ab-rate-position, which we’ll write shortly), we save the result as x. If x is greater than or equal to our upper-limit [image: ], we know we got a result as good as we can hope for, and can just return the latest rating as a final value in our list [image: ].
If x isn’t large enough, we need to keep looking at the remaining branches [image: ]. Note that x will become the new lower-limit if it’s larger than the previous lower-limit.
Next, let’s look at the ab-get-ratings-min function:
(defun ab-get-ratings-min (tree player upper-limit lower-limit)
  (labels ((f (moves upper-limit)
           (unless (lazy-null moves)
             (let ((x (ab-rate-position (cadr (lazy-car moves))
                                        player
                                        upper-limit
                                        lower-limit)))
               (if (<= x lower-limit)
                   (list x)
                 (cons x (f (lazy-cdr moves) (min x upper-limit))))))))
    (f (caddr tree) upper-limit)))
The ab-get-ratings-min function is basically identical to the ab-get-ratings-max function, except the roles of the upper and lower limits are flipped. Based on the repetitiveness of these two functions, you could probably imagine how the ab-get-ratings-max and ab-get-ratings-min functions could be combined into a single function. As mentioned earlier, with that approach, rather than upper-limit and lower-limit, you would use the more generic terms alpha and beta, as these will differ based on whether the node is a MAX node or a MIN node.
Next, we need to tweak rate-position, the function that rates a single-board arrangement:
(defun ab-rate-position (tree player upper-limit lower-limit)
    (let ((moves (caddr tree)))
      (if (not (lazy-null moves))
[image: ]       (if (eq (car tree) player)
[image: ]           (apply #'max (ab-get-ratings-max tree
                                             player
                                             upper-limit
                                             lower-limit))
[image: ]           (apply #'min (ab-get-ratings-min tree
                                             player
                                             upper-limit
                                             lower-limit)))
        (score-board (cadr tree) player))))
In our new ab-rate-position, we check if this node in the game tree is a move for us or a move for an opponent [image: ]. If it’s a move for us, then it’s a MAX node, and we want to dispatch to ab-get-ratings-max [image: ]. If it’s the opponent’s turn, we instead dispatch to ab-get-ratings-min [image: ]. Otherwise, ab-rate-positon is the same as our previous rate-position function.
To complete our support for alpha-beta pruning, we need to modify one more function: the handle-computer function that kicks off our minimax calculations:
(defun handle-computer (tree)
[image: ]   (let ((ratings (ab-get-ratings-max (limit-tree-depth tree *ai-level*)
                                       (car tree)
[image: ]                                      most-positive-fixnum
[image: ]                                      most-negative-fixnum)))
      (cadr (lazy-nth (position (apply #'max ratings) ratings) (caddr tree)))))
This function starts off the minimax calculation by calling ab-get-ratings-max [image: ], since the first move most definitely belongs to the target player and therefore is a MAX node.
When we call this function, we’ll need to pass in our starting upper-limit and lower-limit. Since we’re at the very beginning of our minimax searching, we’ll want to set these to be as large and as small as possible. Ideally, we would want them to be positive infinity and negative infinity. Although many Lisp environments contain support for such concepts, they are not part of the ANSI Common Lisp standard. However, the standard does define most-positive-fixnum and most-negative-fixnum, which are very large positive and negative numbers, making them perfectly suited for our purposes. Hence, we pass these into ab-get-ratings-max to start off our limits [image: ][image: ].
If we wanted to squeeze out a tad more efficiency from our AI engine, we could, instead, set the upper-limit and lower-limit to be the maximum and minimum values from our score-board function. That would slightly improve the amount of pruning that is possible. However, the score-board function may return a different range of scores based on the size of the board. and it might have other dependencies if we decide to optimize board scoring even more in the future. Therefore, it is best for the time being if we set our limits to nigh infinity for the start of our minimax calculations so we don’t need to worry about this.
As a final reward for once again improving the performance of our AI, let’s increase the size of the board to use a 5-by-5 game field. With our new lazy, trimmed, and pruned AI algorithms, we should be able to handle this larger board without a sweat:
(defparameter *board-size* 5)
(defparameter *board-hexnum* (* *board-size* *board-size*))
Note
Remember that we used memoization for some of our earlier functions. If you have already played some games in this chapter on a 4-by-4 board, one function in particular, the neighbors function, may return results based on this old board size. This is only an issue if you’ve already played a game on the 4-by-4 board without restarting your Lisp in the interim. To fix this, simply rerun the definition of the neighbors function in dice_of_doom_v1.lisp from the REPL (including the memoized revision at the bottom of the file) to clear any cached results.

Here’s what our game looks like now:
> (play-vs-computer (game-tree (gen-board) 0 0 t))
current player = a
          a-2 b-2 a-1 b-2 b-2
        a-1 b-2 b-3 b-3 a-3
      a-1 b-2 a-3 b-1 b-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
choose your move:
1. 9 -> 13
2. 9 -> 4
3. 9 -> 14
4. 12 -> 13
5. 17 -> 22
6. 23 -> 18
7. 23 -> 22
3
current player = a
          a-2 b-2 a-1 b-2 b-2
        a-1 b-2 b-3 b-3 a-1
      a-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
choose your move:
1. end turn
2. 12 -> 13
3. 14 -> 13
4. 14 -> 15
5. 17 -> 22
6. 23 -> 18
7. 23 -> 22
1
current player = b
          a-3 b-2 a-1 b-2 b-2
        a-1 b-2 b-3 b-3 a-1
      a-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 a-1 b-2 b-2
        b-1 b-2 b-3 b-3 a-1
      a-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 b-1 b-1 b-2
        b-1 b-2 b-3 b-3 a-1
      a-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 b-1 b-1 b-1
        b-1 b-2 b-3 b-3 b-1
      a-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 b-1 b-1 b-1
        b-1 b-1 b-3 b-3 b-1
      b-1 b-2 a-3 b-1 a-2
    b-1 b-3 a-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 b-1 b-1 b-1
        b-1 b-1 b-3 b-3 b-1
      b-1 b-2 a-3 b-1 a-2
    b-1 b-1 b-2 b-2 a-1
  b-3 b-1 b-1 a-3 b-3
current player = b
          a-3 b-1 b-1 b-1 b-1
        b-1 b-1 b-3 b-3 b-1
      b-1 b-2 a-3 b-1 a-2
    b-1 b-1 b-2 b-2 b-2
  b-3 b-1 b-1 a-3 b-1
current player = a
          a-3 b-2 b-2 b-2 b-2
        b-2 b-2 b-3 b-3 b-1
      b-1 b-2 a-3 b-1 a-2
    b-1 b-1 b-2 b-2 b-2
  b-3 b-1 b-1 a-3 b-1
choose your move:
1. 0 -> 4
2. 0 -> 1
3. 0 -> 5
4. 12 -> 13
5. 14 -> 10
6. 14 -> 9
7. 14 -> 13
8. 14 -> 15
9. 23 -> 18
10. 23 -> 17
11. 23 -> 22
12. 23 -> 24
At this point, our REPL game interface is becoming really impractical for such a large game field. We’ll be addressing that next.


What You've Learned



In this chapter, we made the computer player for our Dice of Doom game much more sophisticated. We implementing the game tree using lazy lists, and applied several optimization techniques to limit the number of board positions that are searched by the AI engine. Along the way, you learned the following:
	Lazy programming allows you to work with very large (and even infinite) data structures and do so efficiently.

	Once you have a lazy macro and a force function, you can use them to build more sophisticated lazy operations, including building a lazy list library.

	Heuristics are imperfect algorithms that can be used to improve the performance of your code, with some creative thinking. In our example, we made some heuristic changes to how we score leaf nodes.

	Once we converted Dice of Doom to use a lazy tree, we were able to elegantly trim the game tree in order to limit how deep the AI thinks when contemplating its moves.

	Alpha-beta pruning lets us improve performance even more, by pruning branches that have no way of impacting the final scores on the moves being considered by the AI.




Chapter 19. Creating a Graphical, Web-Based Version of Dice of Doom



In the previous chapter, we created a second version of Dice of Doom to play on larger game boards. It has become quite difficult to understand the board and make moves using our crude console interface. Certainly, Dice of Doom would be infinitely better if we had a pretty graphical game board that allowed us to simply click where we wanted to make our moves. Well, I have good news for you . . .
In this chapter, we’ll put together a lot of code from earlier chapters to transform Dice of Doom into a full-featured, graphical game you can play right inside a web browser!
Drawing the Game Board Using the SVG Format



We’ve already written a primitive web server in Chapter 13. Also, we’ve covered how to draw SVG graphics with a DSL in Chapter 17. Lucky for us, the new HTML5 standard includes features that make it possible to embed SVG pictures directly inside a standard HTML document. In this way, we’ll be able to use our simple little web server to serve up some fully interactive vector graphics. You’ll be amazed at how easy it is to do this.
Note
At the time this book was written, the only web browser to support inline SVG within HTML was Firefox 3.7 Alpha. Use this, or a more recent release of Firefox with our new version of Dice of Doom. If you’re having problems, try navigating to the about:config page in the Firefox address bar, and set the html5.enable configuration setting to true. This will allow Firefox to use the latest HTML5 settings.
Also, remember that our web server library is not pure ANSI Common Lisp, and makes use of some CLISP-specific extensions. This means it requires CLISP to function.

First, we’ll need to pull in code from various other chapters to get ready. In the previous chapter, we created version 2 of our Dice of Doom engine. Place all the code from that chapter in a file named dice_of_doom_v2.lisp. You should also already have created a file named webserver.lisp from Chapter 13. (These files are all freely available from http://landoflisp.com/.)
Let’s load in these files:
> (load "dice_of_doom_v2.lisp")
> (load "webserver.lisp")
For our SVG support, we’ll also need the SVG-rendering code from Chapter 16 and Chapter 17. Place those functions in svg.lisp. (This file is also available from http://landoflisp.com/.) For reference, the functions we’ll need are let1, split, pairs, print-tag, tag, svg, brightness, svg-style, and polygon. Load this file next:
> (load "svg.lisp")
Now let’s write some code that can draw a pretty version of our game board using SVG. First, we’ll want to define some constants that control the various dimensions needed to draw the board:
(defparameter *board-width* 900)
  (defparameter *board-height* 500)
[image: ] (defparameter *board-scale* 64)
[image: ] (defparameter *top-offset* 3)
[image: ] (defparameter *dice-scale* 40)
[image: ] (defparameter *dot-size* 0.05)
The board width and height will be 900-by-500 pixels, which is a good size for playing a game in a browser on most people’s computer screens. The board scale [image: ] represents half the width of a single hex on the screen in pixels. The *top-offset* variable [image: ] tells us we want three extra hex heights of free space above the base of the board. We’ll need this because a hex with lot of dice on it will have its dice sticking out, upward, and we need room for these dice to be visible on the screen. The *dice-scale* variable [image: ] tells us that a single die will be about 40 pixels tall and wide on the screen. Finally, we set *dot-size* to 0.05, which tells us that each dot will be about 0.05 times the size of a die [image: ].
Drawing a Die



Now we’re ready to write a function that can draw a die. Note that we won’t use bitmaps or anything like that to draw. Instead, we’re drawing a die “the hard way,” by rendering it directly out of raw SVG polygons. Here’s the code:
[image: ] (defun draw-die-svg (x y col)
[image: ]   (labels ((calc-pt (pt)
                  (cons (+ x (* *dice-scale* (car pt)))
                        (+ y (* *dice-scale* (cdr pt)))))
[image: ]            (f (pol col)
                (polygon (mapcar #'calc-pt pol) col)))
[image: ]         (f '((0 . −1) (−0.6 . −0.75) (0 . −0.5) (0.6 . −0.75))
             (brightness col 40))
          (f '((0 . −0.5) (−0.6 . −0.75) (−0.6 . 0) (0 . 0.25))
             col)
          (f '((0 . −0.5) (0.6 . −0.75) (0.6 . 0) (0 . 0.25))
             (brightness col −40))
[image: ]         (mapc (lambda (x y)
                (polygon (mapcar (lambda (xx yy)
                                   (calc-pt (cons (+ x (* xx *dot-size*))
                                                  (+ y (* yy *dot-size*)))))
                                 '(−1 −1 1 1)
                                 '(−1 1 1 −1))
                         '(255 255 255)))
[image: ]             '(−0.05 0.125 0.3 −0.3 −0.125 0.05 0.2 0.2 0.45 0.45 −0.45 −0.2)
              '(−0.875 −0.80 −0.725 −0.775 −0.70 −0.625
                −0.35 −0.05 −0.45 −0.15 −0.45 −0.05))))
To draw a die, we need to pass in three arguments [image: ]. The first two are the x and y position at which the die should appear in the SVG picture. The third is the color we want the die to be. This function will take some liberties with that color and modify it as needed to give the die a little shading.
Anything we draw in this function will need to be rendered in a scaled fashion, based on the *dice-scale* constant we defined. Therefore, we first define a local function calc-pt that scales a point for us [image: ]. Since we’ll need to draw several scaled polygons, let’s also create a convenience function, f, that runs calc-pt against all points in a polygon and then draws it by calling the polygon function [image: ].
A die in our picture will have three visible faces: the top face, the front face, and the right face. We draw these by calling our function f three times starting here [image: ] and using some hard-coded coordinates for the three faces.
The last thing we need to do is draw the little dots on the faces of the die. We do this by mapcing [image: ] the coordinates for the dots [image: ] against a lambda function that can render a dot. This lambda function uses the *dot-size* variable to scale down a square-shaped polygon that represents each dot on the die face. We could write more sophisticated code to draw circular and/or elliptical dots, but the dots are so small that squares look just fine.
Let’s try drawing a die at x=50 and y=50 with an RGB red (255 0 0) color:
> (svg 100 100 (draw-die-svg 50 50 '(255 0 0)))
<svg xmlns="http://www.w3.org/2000/svg" xmlns
:xlink="http://www.w3.org/1999/xlink" height="100" width="100"><polygon
 points="50,10 26.0,20.0 50,30.0 74.0,20.0 " style="fill:rgb(255,40,40);stroke:rgb
(155,0,0)"></polygon><polygon points="50,30.0 26.0,20.0 26.0,50 50,60.0
" style="fill:rgb(255,0,0);stroke:rgb(155,0,0)"></polygon><polygon points="50,
30.0 74.0,20.0 74.0,50 50,60.0 " style="fill:rgb(215,0,0);
stroke:rgb(115,0,0)"></polygon><polygon points="46.0,
13.0 46.0,17.0 50.0,17.0 50.0,13.0 " style="fill:rgb(255,255,255);stroke:rgb(155,155,
155)"></polygon><polygon points="53.0,16.0 53.0,20.0 57.0,20.0 57.0,16.0
 " style="fill:rgb(255,255,255);stroke:rgb(155,155,155)"></polygon><polygon
 points="60.0,18.999998 60.0,23.0 64.0,23.0 64.0,18.999998 "
 style="fill:rgb(255,255,255);stroke:rgb(155,155,155)"></polygon><polygon
 points="36.0,17.0 36.0,21.000002 40.0,21.000002 40.0,17.0 " style="fill:rgb(255,255,
255);stroke:rgb(155,155,155)"></polygon><polygon points="43.0,20.0 43.0,
24.0 47.0,24.0 47.0,20.0 " style="fill:rgb(255,255,255);stroke:rgb(155,155,155)"><
/polygon><polygon points="50.0,23.0 50.0,27.0 54.0,27.0 54.0,23.0 "
 style="fill:rgb(255,255,255);
stroke:rgb(155,155,155)"></polygon><polygon points="56.0,34.0 56.0,38.0
60.0,38.0 60.0,34.0 " style="fill:rgb(255,255,255);stroke:rgb(155,155,155)"></polygon>
<polygon points="56.0,46.0 56.0,50.0 60.0,50.0 60.0,46.0 "
 style="fill:rgb(255,255,255);stroke:rgb(155,155,155)">
</polygon><polygon points="66.0,30.0 66.0,34.0 70.0,34.0 70.0,30.0 " style=
"fill:rgb(255,255,255);stroke:rgb(155,155,155)"></polygon><polygon
 points="66.0,42.0 66.0,46.0 70.0,46.0 70.0,42.0 " style="fill:rgb
(255,255,255);stroke:rgb(155,155,155)"></polygon><polygon points="30.0,30.0
 30.0,34.0 34.0,34.0 34.0,30.0 " style="fill:rgb(255,255,255);stroke:rgb
(155,155,155)"></polygon><polygon points="40.0,46.0 40.0,50.0 44.0,
50.0 44.0,46.0 " style="fill:rgb(255,255,255);stroke:rgb(155,155,155)"
></polygon></svg>
If you want to see what the final die looks like, just save this gobbledygook to a file named die.svg. Then load the result in Firefox, where you should see the following picture (shown at a blown-up size):
[image: image with no caption]


Drawing a Tile



Next, let’s write the function to draw an entire hex tile, including the base and the dice on the tile:
(defun draw-tile-svg (x y pos hex xx yy col chosen-tile)
[image: ]   (loop for z below 2
[image: ]         do (polygon (mapcar (lambda (pt)
                                (cons (+ xx (* *board-scale* (car pt)))
                                      (+ yy (* *board-scale*
                                               (+ (cdr pt) (* (- 1 z) 0.1))))))
[image: ]                             '((−1 . −0.2) (0 . −0.5) (1 . −0.2)
                                (1 . 0.2) (0 . 0.5) (−1 . 0.2)))
[image: ]                     (if (eql pos chosen-tile)
                          (brightness col 100)
                        col)))
[image: ]   (loop for z below (second hex)
[image: ]         do (draw-die-svg (+ xx
                              (* *dice-scale*
                                 0.3
[image: ]                                (if (oddp (+ x y z))
                                     −0.3
                                   0.3)))
                           (- yy (* *dice-scale* z 0.8)) col)))
This function takes in a lot of parameters, because a lot of information is encoded in a single tile of the board. You’ll learn the precise meaning of each of these parameters when we draw the board in the next section.
First, our draw-tile-svg function draws the base. To give the base a mild 3D look, we’ll draw it twice, with one level stacked on top of the other. Here [image: ] is the loop that draws the two bases. Within that loop, we need to draw a hexagonal polygon [image: ]. We map a scaling function across the coordinates so that they are scaled to our *board-scale* variable. Here [image: ] you can see the six points of a hexagon in perspective encoded using decimal notation. The color of the base will be brightened slightly if it has been chosen by the player to perform a move. We do this by increasing the brightness of the tile when creating our polygons [image: ].
After we’ve finished drawing the tile base, we need to draw the dice that reside on the tile. We do this by looping across the number of dice [image: ] and then calling our draw-die-svg function [image: ]. When calculating the x and y positions of the dice, we need to perform a bit of scaling math. The most interesting piece of this math is that we shift the dice a bit to the left or right, depending on whether the sum of the x-, y-, and z-coordinates for a given die is odd or even [image: ]. This makes the stacks look a little imperfect and will give the stacked dice for the complete board a pleasing, natural appearance.
Now let’s call our function to draw a finished tile and see how it looks. Again, just copy the output from this command to a file named something like tile.svg.
> (svg 300 300 (draw-tile-svg 0 0 0 '(0 3) 100 150 '(255 0 0) nil))
<svg xmlns="http://www.w3.org/2000/svg" xmlns:xlink="http://www.w3.org/
1999/xlink" height="300" width="300"><polygon points="36,143.6 100,124.4
 164,143.6 164,169.2 100,188.4 36,169.2 " style="fill:rgb
(255,0,0);stroke:rgb(155,0,0)">
...
Here’s what you should see when looking at the file in Firefox:
[image: image with no caption]


Drawing the Board



Now we’re ready to write a function that draws an entire game board as an SVG. It will be very similar to our draw-board function, which we’ve been using to draw the board to the console. It fulfills the same role, but simply outputs the result as SVG data.
(defparameter *die-colors* '((255 63 63) (63 63 255)))

[image: ] (defun draw-board-svg (board chosen-tile legal-tiles)
[image: ]   (loop for y below *board-size*
[image: ]       do (loop for x below *board-size*
[image: ]              for pos = (+ x (* *board-size* y))
               for hex = (aref board pos)
               for xx = (* *board-scale* (+ (* 2 x) (- *board-size* y)))
               for yy = (* *board-scale* (+ (* y 0.7) *top-offset*))
               for col = (brightness (nth (first hex) *die-colors*)
                                         (* −15 (- *board-size* y)))
[image: ]                  do (if (member pos legal-tiles)
                          (tag g ()
[image: ]                           (tag a ("xlink:href" (make-game-link pos))
[image: ]                       (draw-tile-svg x y pos hex xx yy col chosen-tile)))
                        (draw-tile-svg x y pos hex xx yy col chosen-tile)))))

  (defun make-game-link (pos)
    (format nil "/game.html?chosen=˜a" pos))
The draw-board-svg function takes the board as an argument, but also requires two other arguments that will be important for using the picture as the front end of the user interface for our game [image: ]. One argument is chosen-tile, which indicates a tile that the player has clicked with the mouse. We’re going to color that tile a bit lighter, so the player can tell that the computer has recognized the selection. Another argument is legal-tiles, which indicates which tiles the player can legally click next.
It so happens that SVG pictures have a feature for web links, which works just like the <a href="..."> hyperlinks in regular HTML. If a tile is a legal tile for the player’s next move, we’ll wrap the SVG for that tile in such a link, making it clickable. Having the legal-tiles parameter lets us know which tiles we want to be clickable.
The draw-board-svg function consists of a couple of nested loops that loop through the y [image: ] and x [image: ] coordinates of the tile board. For each tile, we then define a ton of local variables (using the facility for local variables in the loop macro introduced in Chapter 10). First, we declare pos [image: ], which indicates the position of current tile in the hex array. Then we fetch that hex. Next, we calculate the pixel coordinates for the tiles, in the variables xx and yy. As you can see, the math for these coordinates gets a bit tricky, since the board is drawn in perspective on the screen.
The final local variable we define is col, which will hold the color of the tile and dice in the current spot. We do this by using a list of die colors, which currently holds the colors red (for player A) and blue (for player B). We also darken the color a bit based on the y-coordinate using the brightness function (discussed in Chapter 17). This darkens the rows in the back a bit, adding to the 3D appearance of our SVG game board.
If the current tile is a member of the legal tiles [image: ], we’re going to wrap it in a web link, as mentioned previously. In SVG, this is done with a tag in the form <a xlink:href="...">, which we create here [image: ]. Notice that we also wrap each tile in a <g> tag, which tells the SVG renderer to treat the polygons in this tile as a group. To figure out the actual URL we want to link to, we call the make-game-link function. This function builds an appropriate URL. You’ll understand the format of the URL better once we start writing the code that handles the web server for our game.
Finally, we’re ready to call our draw-tile function [image: ]. There are two different versions of the call in our code: one for the hyperlinked version and one for the nonlinked version.
Phew! Now we can finally draw a full game board dynamically, using the SVG format:
> (svg *board-width* *board-height* (draw-board-svg (gen-board) nil nil))
<svg xmlns="http://www.w3.org/2000/svg" xmlns:xlink="http://www.w3.org/
1999/xlink" height="500" width="900"><polygon points="256,185.6 320,166.4
 384,185.6 384,211.2 320,230.4 256,211.2 "
...
If you save the output to board.svg and load it in Firefox, here is what you should see:
[image: image with no caption]




Building the Web Server Interface



Now that we’ve completed the graphical side of Dice of Doom version 3, we’re ready to write the side that interfaces with the web server.
Writing Our Web Request Handler



The central function for our web server handling is called dod-request-handler. It is the function that we can pass to the serve command in our web server library, and it is responsible for handling all the web requests coming from the web browser. Here is the code for dod-request-handler:
(defparameter *cur-game-tree* nil)
  (defparameter *from-tile* nil)

  (defun dod-request-handler (path header params)
[image: ]   (if (equal path "game.html")
[image: ]       (progn (princ "<!doctype html>")
[image: ]              (tag center ()
                    (princ "Welcome to DICE OF DOOM!")
                    (tag br ())
[image: ]                   (let ((chosen (assoc 'chosen params)))
[image: ]                     (when (or (not *cur-game-tree*) (not chosen))
                        (setf chosen nil)
[image: ]                       (web-initialize))
                      (cond ((lazy-null (caddr *cur-game-tree*))
[image: ]                              (web-announce-winner (cadr *cur-game-tree*)))
                            ((zerop (car *cur-game-tree*))
[image: ]                              (web-handle-human
                                  (when chosen
                                        (read-from-string (cdr chosen)))))
[image: ]                           (t (web-handle-computer))))
                    (tag br ())
[image: ]                   (draw-dod-page *cur-game-tree* *from-tile*)))
      (princ "Sorry... I don't know that page.")))
First, this function checks whether the current page being fetched from the web server is game.html [image: ]. This is the page where our game will reside on the web server. At the top of the page, we specify the doctype [image: ]. When done in this way, it tells the web browser to expect an HTML5-encoded web page. Then we put in some simple HTML to center the page and print a welcome message [image: ].
The params passed from the web server library may contain an important value named chosen, which we fetch using this line [image: ]. If there is no chosen tile, or if the game tree is currently empty [image: ], it means the player must be starting a brand-new game. If that’s the case, we will call a function named web-initialize [image: ].
Next, we need to find out whether the game has ended. We can tell this by checking if the list of moves is empty (which, as you might remember, is stored in the caddr location of the tree). In that case, we’ll announce a winner [image: ].
Following that, we need to see if the current player is player zero, which means the player is the human player. In that case, we’ll call the function web-handle-human [image: ] to build the rest of the HTML data in the body of the page. We also use the read-from-string function to pull the number of the chosen tile from the chosen parameter, if it exists.
In all other cases, we know we’re dealing with a computer player and hand over control to web-handle-computer [image: ] to build the rest of the HTML.
Lastly, the dod-request-handler function needs to call the draw-dod-page function to draw the game board, which we do here [image: ].

Limitations of Our Game Web Server



The limitations of our game web server are quite significant. First of all, for simplicity’s sake, the dod-request-handler function makes absolutely no effort to try to determine from whom the web request is coming. It behaves as if all game interactions were coming from a single player, and therefore isn’t a true multiplayer server for Dice of Doom. If multiple players were to try to play different games at the same time, the dod-request-handler would get confused and bad things would happen.
It would not be too difficult to expand dod-request-handler into a true web server for multiple, parallel games. To do this, we would need to pull session information out of the header data it receives as an argument from the web server, and then all variables it references (such as *cur-game-tree*, for instance) would need to live in a hash table, using the session information as a key. This way, each player would have her own game tree, and our engine could then serve multiple games in parallel. The implementation of such a multigame version of the dod-request-handler is “an exercise for the reader.”
Another limitation of dod-request-handler is that it reads information from the URL using the read-from-string function. As you’ve learned in earlier chapters, this function can be compromised to run arbitrary code in the hands of an experienced (and evil) Lisper.

Initializing a New Game



Here is the web-initialize function, which initializes our game engine to start a brand-new game of Dice of Doom:
(defun web-initialize ()
    (setf *from-tile* nil)
[image: ]   (setf *cur-game-tree* (game-tree (gen-board) 0 0 t)))
As you can see, it generates a random game board, builds a tree from it, and then stores the result in the global *cur-game-tree* variable [image: ].

Announcing a Winner



Here is the function that announces the winner within the web browser:
(defun web-announce-winner (board)
    (fresh-line)
    (let ((w (winners board)))
      (if (> (length w) 1)
        (format t "The game is a tie between ˜a" (mapcar #'player-letter w))
        (format t "The winner is ˜a" (player-letter (car w)))))
[image: ]   (tag a (href "game.html")
         (princ " play again")))
It is exactly the same as our previous announce-winner function, except that it now includes some extra code at the end to build a web link [image: ], which will allow us to conveniently start a brand-new game, since the current game has ended.

Handling the Human Player



The web-handle-human function is responsible for creating the HTML and doing the bookkeeping when the player taking the current turn is the human player.
(defun web-handle-human (pos)
[image: ]   (cond ((not pos) (princ "Please choose a hex to move from:"))
          ((eq pos 'pass) (setf *cur-game-tree*
                                (cadr (lazy-car (caddr *cur-game-tree*))))
[image: ]          (princ "Your reinforcements have been placed.")
           (tag a (href (make-game-link nil))
                (princ "continue")))
[image: ]         ((not *from-tile*) (setf *from-tile* pos)
                             (princ "Now choose a destination:"))
[image: ]         ((eq pos *from-tile*) (setf *from-tile* nil)
                                (princ "Move cancelled."))
[image: ]         (t (setf *cur-game-tree*
                   (cadr (lazy-find-if (lambda (move)
                                         (equal (car move)
                                                (list *from-tile* pos)))
                                       (caddr *cur-game-tree*))))
             (setf *from-tile* nil)
             (princ "You may now ")
[image: ]            (tag a (href (make-game-link 'pass))
                  (princ "pass"))
             (princ " or make another move:"))))
The recent choices the human has made dictate what this function will do. The web-handle-human function knows the human’s choices by referencing the most recently chosen position, which derives from a variable passed as a parameter through the web request. It also can reference the *from-tile* global variable, which tells it which tile the player initially chose to use as a starting location for a move. It needs both of these values, since a move has both a source location and a destination location.
If the player has not yet chosen a location, we want to print a message requesting that the player choose a hex [image: ]. If the player chose to pass, we want to print a message saying that player’s reinforcements have been placed [image: ]. (Remember that reinforcements are placed right after someone passes.)
Next, we check if the *from-tile* variable is nil. If this is the case, it means the player has not yet chosen a starting location for a dice attack. If it’s nil, we can set *from-tile* equal to the location that was just selected [image: ], as well as ask the player to select a destination.
If the currently selected location is the same as the *from-tile* variable, it means a tile was selected twice. This must mean the player has changed his mind and wants to undo his selection. Therefore, we will set *from-tile* to nil and print a cancellation message [image: ].
In all other cases, it means the player has selected two valid locations for the start and end of an attack. We can now advance the *cur-game-tree* to point to the appropriate next tree inside the lazy list of available moves [image: ]. We want to print a message, allowing the player to pass [image: ] or make yet another attack.
We have now completed the code our game server will use to interact with the human player. Next, let’s write a function to handle the computer player.

Handling the Computer Player



Handling the web interface for our computer player is pretty simple. After all, computer players don’t need any fancy user interface stuff to know what’s going on in the game. All the web stuff that happens when the computer is making moves is there solely for the benefit of the human player. Here is the web-handle-computer code that renders the HTML in the web interface as the AI player makes a move:
(defun web-handle-computer ()
[image: ]   (setf *cur-game-tree* (handle-computer *cur-game-tree*))
[image: ]   (princ "The computer has moved. ")
[image: ]   (tag script ()
      (princ
        "window.setTimeout('window.location=\"game.html?chosen=NIL\"',5000)")))
All this function does is call our previous handle-computer function, which will return the next branch that the computer has selected in the game tree. We use this to update our *cur-game-tree* variable [image: ]. Next, we print a message to state that the player has moved [image: ]. The last part of the function is a clever little gimmick to spice up our web interface a bit. It puts a smidgen of JavaScript in the HTML of the web page [image: ], which forces the web browser to automatically load a new web page in five seconds. This means that as the computer AI player makes its moves, we get to see everything happen in a crude animation!

Drawing the SVG Game Board from Within the HTML



We have only one more function to write to complete version 3 of Dice of Doom: the draw-dod-page function. This function interfaces our page game server code with the SVG code that draws our board.
(defun draw-dod-page (tree selected-tile)
    (svg *board-width*
         *board-height*
         (draw-board-svg (cadr tree)
                         selected-tile
[image: ]                        (take-all (if selected-tile
                                       (lazy-mapcar
[image: ]                                        (lambda (move)
                                           (when (eql (caar move)
[image: ]                                                     selected-tile)
[image: ]                                                (cadar move)))
                                         (caddr tree))
[image: ]                                    (lazy-mapcar #'caar (caddr tree)))))))
The most complicated part of this function is the code that determines which tiles on the board are legal tiles for the player to click [image: ]. If the player has already selected a tile, we want to find all moves [image: ] where the starting position for the move matches the selected tile [image: ] and return the destination position for the given move [image: ]. If the player hasn’t selected a tile yet, we just want to return all the legal starting positions [image: ].
We have now completed our fully graphical version of Dice of Doom. Let’s play!


Playing Version 3 of Dice of Doom



First, we need to start up our web server. Simply serve up our dod-request-handler, and we’re ready to go:
> (serve #'dod-request-handler)
Now move over to Firefox and go to http://localhost:8080/game.html. You should see our game in your browser:
[image: image with no caption]

When you click a tile, it is highlighted:
[image: image with no caption]

Now you can select a tile to attack. In this example, we’ll choose the stack of two dice to the right of the selected stack:
[image: image with no caption]

Next, let’s pass our turn by clicking the pass web link. This will cause the reinforcement dice to be placed (in this case, only a single additional die in the upper-left corner):
[image: image with no caption]

If you now hit continue, you will see the game cycle automatically through the moves for the computer player, in a similar fashion. It will keep going on like this until there is a winner for the game. You can always start a new game by just going back to the original game.html URL.
This is much nicer than the crude console interface we’ve been using so far! But there are still a few, final improvements we’re going to make to pep up Dice of Doom. We’ll be covering those in the next (and final chapter) of this book.

What You've Learned



In this chapter, we discussed how you can generate interactive graphics in a web browser from a Lisp program. Along the way, you learned the following:
	You can create a graphical version of Dice Of Doom by rendering the board using the SVG format.

	The HTML5 standard supports inline SVG images. You can use this to create an interactive, web-based version of your game.

	The simple web server used for our example has several limitations. For example, our game cannot be played by multiple players. However, the request handler could be expanded to allow for multiple, parallel games.




Chapter 20. Making Dice of Doom More Fun



It’s now time to create a final version of Dice of Doom. Version 4 of our game will be much more fun to play than our earlier versions.
Although you probably were not aware of it, we made some major compromises in the rules for our game to make it easier to program. In this chapter, we will allow more players, add rolling of the dice, and implement a few more changes to make Dice of Doom a much more interesting game.
Increasing the Number of Players



To begin, put all the code from the previous chapter in a file named dice_of_doom_v3.lisp (also available from the companion website), and then execute the following command:
> (load "dice_of_doom_v3.lisp")
The first change we’re going to make is to increase the number of players from two to four. Three of these will be AI opponents, played by the computer. Because of how we’ve written our code so far, this requires very little extra code:
(defparameter *num-players* 4)
(defparameter *die-colors* '((255 63 63) (63 63 255) (63 255 63)
                             (255 63 255)))
First, we simply change our *num-players* variable to 4. Then we need to indicate additional die colors for our new players. The colors for the four players will be red, blue, green, and purple.
It turns out that the AI we’ve created so far already works just fine in a four-player game.
Our AI game engine will use what is called a “paranoid strategy.” This means that the AI players will always assume that every other player (including the human) has no other goal but to—how should I put this?—screw them over personally. This isn’t a bad strategy to use; however, a game with more than two players opens up new possibilities. For instance, losing players could gang up on a winning player to improve their odds. Our game AI isn’t smart enough to form such packs of cooperation, but it’s good enough.
Now that we’ve already tweaked some constants to increase the number of players, let’s tweak a couple more:
(defparameter *max-dice* 5)
(defparameter *ai-level* 2)
Here, we’re increasing the maximum number of dice on a hex tile from three to five, and decreasing the level of our AI from four to two. With the new rules described in this chapter, we’ll need to dumb down our AI a bit to make sure it stays zippy. Since there are now four competing players, the AI actually doesn’t need to be so smart to challenge the human opponent.


Rolling the Dice



I’m sure you’ve probably noticed one obvious flaw in our game so far: Despite the fact that it is called Dice of Doom, it actually is completely devoid of any randomness! The dice are never rolled, and the larger stack will always automatically win, which makes for a pretty lame dice game. Now we’re finally going to rectify this flaw.
In this version of the game, during an attack, both piles of dice are rolled, and whoever rolls the highest number wins the battle. Ties are a victory for the defender. If the attacker loses, that player must surrender all dice from the attacking hex except one.
In the lingo of AI programming, this means we will add chance nodes to our game tree. The way we’re going to implement this is pretty simple.
Building Chance Nodes



Every move in our lazy list of moves up to now has always had exactly two items in it: a description of the move (a list of the source and destination of the attack, or nil for a passing move) and the new node of the game tree for when the move has been taken. Now we’re simply going to add a third item to a move, which contains the game tree for an unsuccessful attack. This means that each move in our move list will double as a chance node, with two possible follow-up nodes for the next game tree, depending on whether an attack is successful.
Let’s update our attacking-moves function to add this extra item to the move so that each move acts as a chance node.
(defun attacking-moves (board cur-player spare-dice)
    (labels ((player (pos)
                 (car (aref board pos)))
           (dice (pos)
               (cadr (aref board pos))))
      (lazy-mapcan (lambda (src)
                     (if (eq (player src) cur-player)
                       (lazy-mapcan
                         (lambda (dst)
                           (if (and (not (eq (player dst) cur-player))
                                    (> (dice src) 1))
                               (make-lazy (list (list (list src dst)
        (game-tree (board-attack board cur-player src dst (dice src))
                   cur-player
                   (+ spare-dice (dice dst))
                   nil)
[image: ]       (game-tree (board-attack-fail board cur-player src dst (dice src))
                   cur-player
                   (+ spare-dice (dice dst))
                   nil))))
                                        (lazy-nil)))
                                    (make-lazy (neighbors src)))
                       (lazy-nil)))
                   (make-lazy (loop for n below *board-hexnum*
                            collect n)))))
The only thing new in this updated version of attacking-moves is right here [image: ], where we add a third item as we create a new move in the game tree. The board in this alternate branch of our chance node is constructed by calling the function board-attack-fail, which we will write next.
The board-attack-fail function does exactly what you would expect: It takes a board and returns a board that has all dice but one removed from the hex from which a failed attack originated.
(defun board-attack-fail (board player src dst dice)
    (board-array (loop for pos from 0
                       for hex across board
                       collect (if (eq pos src)
[image: ]                                  (list player 1)
[image: ]                                hex))))
Here, we simply loop over the board and return each hex unmodified [image: ], unless it happens to be the source hex for the attack. In that case, we remove all dice from that hex but one [image: ].

Doing the Actual Dice Rolling



Next, we need to write some functions to actually roll the dice. Here is a function that rolls a pile of dice:
(defun roll-dice (dice-num)
[image: ]   (let ((total (loop repeat dice-num
                       sum (1+ (random 6)))))
      (fresh-line)
[image: ]     (format t "On ˜a dice rolled ˜a. " dice-num total)
[image: ]     total))
First, it calculates a total count of a pile of rolled dice by looping once for each die. For each die, it generates a random number from 1 to 6. Then it stores the total sum in the total variable [image: ]. Next, the roll-dice function prints a descriptive message about the roll [image: ]. Finally, it returns the total [image: ].
Since we’re never going to roll a pile of dice in isolation, let’s create another function that pits two piles of dice against each other:
(defun roll-against (src-dice dst-dice)
  (> (roll-dice src-dice) (roll-dice dst-dice)))
This simply calls roll-dice twice and compares the total of the two rolls. We’ll want to use this function as we travel along our game tree to pick either the winning or losing move as a turn is chosen by either the human or the computer.

Calling the Dice Rolling Code from Our Game Engine



In the context of our game engine, rolling dice simply means picking either the winning or losing branch of the chance node after the human or computer has chosen a move. This action is performed by the pick-chance-branch function:
[image: ] (defun pick-chance-branch (board move)
    (labels ((dice (pos)
                   (cadr (aref board pos))))
      (let ((path (car move)))
[image: ]       (if (or (null path) (roll-against (dice (car path))
                                          (dice (cadr path))))
[image: ]           (cadr move)
[image: ]         (caddr move)))))
This function takes the current board and also the move that contains the chance node that needs to be resolved [image: ]. When the path inside the move is not null, we call roll-against with a count of dice in the source and destination hexes along the path of attack [image: ]. We check for a null path because that means the move was a “pass,” which doesn’t require any dice rolling.
If the dice roll for the attack is successful, we remove the first child tree from the chance node within the move [image: ]. If the attack is unsuccessful, we return the second child of the chance node [image: ].
Now we need to make sure that the pick-chance-branch function is called when the human or computer chooses a move. First, let’s take care of the human:
(defun handle-human (tree)
    (fresh-line)
    (princ "choose your move:")
    (let ((moves (caddr tree)))
      (labels ((print-moves (moves n)
                      (unless (lazy-null moves)
                        (let* ((move (lazy-car moves))
                             (action (car move)))
                          (fresh-line)
                          (format t "˜a. " n)
                          (if action
                            (format t "˜a -> ˜a" (car action) (cadr action))
                          (princ "end turn")))
                        (print-moves (lazy-cdr moves) (1+ n)))))
            (print-moves moves 1))
      (fresh-line)
[image: ]     (pick-chance-branch (cadr tree) (lazy-nth (1- (read)) moves))))
All we’ve done here is to add a call to pick-chance-branch at the end of our previous handle-human function, at the point we need to return the child branch of the game tree that holds the next state of the game [image: ].
We update the handle-computer function in the same way:
(defun handle-computer (tree)
    (let ((ratings (get-ratings (limit-tree-depth tree *ai-level*) (car tree))))
      (pick-chance-branch
        (cadr tree)
[image: ]       (lazy-nth (position (apply #'max ratings) ratings) (caddr tree)))))
Again, we’ve simply added a call to pick-chance-branch at the end of the function [image: ].
It is now possible to play our updated Dice of Doom game. However, at this point, the computer player will play a very poor game, because the AI does not yet understand that the chance nodes exist. It will simply assume that every attack will always be successful, making it much too foolhardy to play a decent game. We need to improve our AI so that it takes into account the rolling of the dice as it makes its decisions.

Updating the AI



For the AI to be able to deal with the dice rolls that are now important to our game, it must know a little something about the statistics of dice rolls. The following table gives it the needed statistical information:
(defparameter *dice-odds* #(#(0.84 0.97 1.0 1.0)
                            #(0.44 0.78 0.94 0.99)
                            #(0.15 0.45 0.74 0.91)
                            #(0.04 0.19 0.46 0.72)
                            #(0.01 0.06 0.22 0.46)))
This table contains the odds of winning for each possible pairing of dice in our game. The columns represent the attacking dice, starting with one die. The rows represent the destination dice, starting with two dice (the minimum dice needed for an attack).
This table tells us, for instance, that a roll of two attacking dice against one defending die has an 84 percent chance of winning. Four attacking dice against three defending dice have a 74 percent chance of winning.
If you remember, the core function in our AI code is the get-ratings function, which gives a point score to the list of possible follow-up moves. We need to modify how it calculates the score of each possible move to take the odds of success of the dice roll into account. We are now going to make use of our *dice-odds* table, as well as the point scores of the successful or failed outcomes of each attack, to interpolate a combined score for each available move:
(defun get-ratings (tree player)
    (let ((board (cadr tree)))
      (labels ((dice (pos)
                     (cadr (aref board pos))))
        (take-all (lazy-mapcar
                    (lambda (move)
                      (let ((path (car move)))
                        (if path
                            (let* ((src (car path))
                                   (dst (cadr path))
[image: ]                                  (odds (aref (aref *dice-odds*
                                                     (1- (dice dst)))
                                               (- (dice src) 2))))
[image: ]                             (+ (* odds (rate-position (cadr move) player))
[image: ]                                (* (- 1 odds) (rate-position (caddr move)
                                                              player))))
                          (rate-position (cadr move) player))))
                    (caddr tree))))))
In our updated get-ratings function, we look up the odds of each attack succeeding from our table [image: ]. Then we multiply the odds with the rating for the winning child tree [image: ]. Additionally, we add in the odds of losing the attack (one minus the odds of winning) multiplied by the rating for the losing board position [image: ]. We now have an updated get-ratings function that understands chance nodes and accounts for them appropriately when generating the score for a move.
For our game AI to be fully compatible with chance nodes, we need to make one additional small change. Our tree-trimming function needs to know about the two branches of the chance node within each move, so it can properly trim both the winning and losing alternatives for each move:
(defun limit-tree-depth (tree depth)
    (list (car tree)
          (cadr tree)
          (if (zerop depth)
              (lazy-nil)
            (lazy-mapcar (lambda (move)
                           (cons (car move)
[image: ]                                (mapcar (lambda (x)
                                           (limit-tree-depth x (1- depth)))
                                         (cdr move))))
                         (caddr tree)))))
We mapcar [image: ] across the tail of each move, so trimming is performed on both branches of any chance nodes.
Note
Version 4 of Dice of Doom will not have alpha-beta pruning. Performing proper alpha-beta pruning in the presence of chance nodes is very complex.



Improving the Dice of Doom Reinforcement Rules



Until now, the number of reinforcements at the end of a player’s turn always equals the number of captured opponent dice, minus one. This reinforcement rule guaranteed that the total number of dice in a game always decreases, so that the game was certain to eventually terminate, and the game tree was always finite in size.
However, since version 2, our game tree has been a lazy tree, so it is perfectly fine if the tree is infinite. Remember that one of the main benefits of lazy evaluation is that you can have data structures that are infinite in size.
Therefore, we are now going to adjust our reinforcement rules to make our game strategically more interesting.
According to our new rules, the number of reinforcement dice will equal the number of tiles in the player’s largest contiguous territory. This adds a lot of strategic depth, because the players must constantly decide whether to risk connecting their territories, or perhaps even to sacrifice smaller, nonviable territories by sending them on suicide missions.
In order to implement this new reinforcement rule, let’s first define the function get-connected, which returns a list of tiles that are owned by the current player and are connected as a cluster of neighbors to the target tile:
(defun get-connected (board player pos)
[image: ]   (labels ((check-pos (pos visited)
               (if (and (eq (car (aref board pos)) player)
                        (not (member pos visited)))
                   (check-neighbors (neighbors pos) (cons pos visited))
                 visited))
[image: ]            (check-neighbors (lst visited)
               (if lst
                   (check-neighbors (cdr lst) (check-pos (car lst) visited))
                 visited)))
[image: ]     (check-pos pos '())))
This function uses the same algorithm for finding connected tiles as we used for calculating connectedness in our Grand Theft Wumpus game in Chapter 8. We traverse through the hexes and their neighbors recursively, while maintaining a visited list.
The get-connected function accomplishes this by defining two recursive local functions. The check-pos function [image: ] checks a single position and appends any new neighbors accessible from that location to the visited list. The check-neighbors function [image: ] checks an entire list of neighbors, similarly appending new neighbors to the visited list. These two functions call each other recursively until all neighbors in a cluster are found. To start off this recursive calculation, we call the check-pos function with the target position and an initially empty visited list [image: ].
We can now find clusters. However, to find the largest cluster, we need the largest-cluster-size function:
(defun largest-cluster-size (board player)
[image: ]   (labels ((f (pos visited best)
[image: ]             (if (< pos *board-hexnum*)
                (if (and (eq (car (aref board pos)) player)
[image: ]                        (not (member pos visited)))
[image: ]                   (let* ((cluster (get-connected board player pos))
                         (size (length cluster)))
[image: ]                   (if (> size best)
[image: ]                       (f (1+ pos) (append cluster visited) size)
[image: ]                     (f (1+ pos) (append cluster visited) best)))
                  (f (1+ pos) visited best))
              best)))
          (f 0 '() 0)))
This function defines a local function f, which we’ll use to check every position on the board, while maintaining both a list of previously visited nodes and the size of the largest, best cluster found so far [image: ].
As long as the current position number is less than the total number of spots on the board [image: ], we continue to check tiles. If the current tile to be checked belongs to the player and also has not yet been visited [image: ], we’ll call get-connected to retrieve the cluster of hexes reachable from this spot [image: ]. Then, if the size of the cluster is larger than the best found so far [image: ], we make this the new best size in our recursive call [image: ]. Otherwise, we proceed by calling f while keeping the previous best size [image: ]. (The best variable at this point will hold the best value found so far from previous iterations.) No matter what happens, however, the pos variable is incremented with every recursive call to f, so that we eventually cover the whole board.
Finally, we need to update add-new-dice to make use of our new rule for choosing the number of reinforcements:
[image: ] (defun add-new-dice (board player spare-dice)
    (labels ((f (lst n)
              (cond ((zerop n) lst)
                  ((null lst) nil)
                  (t (let ((cur-player (caar lst))
                         (cur-dice (cadar lst)))
                     (if (and (eq cur-player player) (< cur-dice *max-dice*))
                         (cons (list cur-player (1+ cur-dice))
                               (f (cdr lst) (1- n)))
                       (cons (car lst) (f (cdr lst) n))))))))
          (board-array (f (coerce board 'list)
[image: ]                         (largest-cluster-size board player)))))
As you can see, the add-new-dice function still receives spare-dice as an argument for compatibility with our old code [image: ], but now this argument is simply ignored. Instead, the number of reinforcements added to the board depends on the size of the largest cluster [image: ]. Otherwise, the add-new-dice is identical to our previous version.
This is all the code we need to enable the new reinforcement rules. Note that, due to the design of our code, the AI player has full access to the game tree. Since the game tree now contains all of this new reinforcement data, the AI will automatically adapt its playing strategy to take into account the new reinforcement rules!

Conclusion



We’ve gone through quite a long trip as we’ve created the Dice of Doom game, employing an immense number of different programming techniques along the way. We’ve taken even more trips with all the other games in this book. Thanks for taking this journey with me through the world of Lisp programming!
I suggest that you take a moment to enjoy the fruits of your labor and play a few games of the fourth and final version of Dice of Doom. Again, all you need to do is serve up the Dice of Doom request handler through our web server:
> (serve #'dod-request-handler)
Now you can play Dice of Doom in Firefox (again, at the address localhost:8080/game.html) as it is meant to be played, with four players and all the new rules we’ve added in this chapter.
[image: image with no caption]

Good luck with all your Dice of Doom battles and all your future Lisp programming!
[image: image with no caption]


Appendix A. Epilogue



Now that you’ve worked your way through this book, here is one final reward: A story about the technologies behind the entire Lisp family of programming languages, set in the not-too-distant future . . .
[image: image with no caption]
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Functional Guild Cruiser



	Lisp Dialect
	Common Lisp



Synopsis



Functional programming is a mathematical approach to programming that was pioneered by the creators of Lisp. Functional programming places certain restrictions on the programmer, but it can lead to very elegant code. When using functional programming, every variable that is used by a given function must be one of the following:
[image: image with no caption]

	A parameter passed into that function

	A local variable created within that function

	A constant



Also, functional programming doesn’t allow a function to have side effects. This means a function can’t write to the disk, print messages on the screen, or do anything other than return a result. The goal is to write most of a program using “functional code,” while retaining a teensy bit of code that does any dirty, nonfunctional stuff that is still needed.

How It Kills Bugs



Writing code in a functional style guarantees that a function does only one thing (returns a value) and is dependent on one only thing (the parameters passed to it). This makes it very easy to debug. No matter how many times you run a function, as long as you’re passing it the same data, you will always get the same result.
Example A-1. Example
[image: ] (defun unique-letters (name)
      (concatenate 'string
                   "Hello "
                   (coerce (remove-duplicates name) 'string)))

[image: ] (defun ask-and-respond ()
      (princ "What is your name?")
      (princ (unique-letters (read-line))))



Explanation



If you enter this code into the Lisp REPL and execute (ask-and-respond), you will be asked for your name, and then greeted by your name but with all duplicate letters removed. All the hard work in this function is handled by unique-letters, which is written in a functional style [image: ]. The dirty work of interacting with the user, which can’t be written in a purely functional way, is handled by ask-and-respond [image: ].

Weakness



The main weakness of functional programming is that some side effects are almost always necessary for a program to actually do something. This means you can’t write a useful program that has the entirety of its code written in the functional style. At least a small amount of code will be nonfunctional.
Functional programming is discussed in Chapter 14.
[image: image with no caption]




Macro Guild Melee Fighters



	Lisp Dialect
	Common Lisp



Synopsis



True macros are one of Lisp’s most unique and amazing features. In fact, the reason Lispers put up with all those annoying parentheses in their code is that those parentheses enable the awesome Lisp macro system.
[image: image with no caption]

True macros allow you to add new functionality to Lisp in a very fundamental way. Experienced Lispers can use macros to make their Lisp compiler/interpreter do their bidding cleanly and elegantly.

How It Kills Bugs



By using macros, an experienced Lisper can minimize code duplication, and better tailor the underlying language to the problem at hand. This leads to cleaner code and fewer bugs.
Example A-2. Example
(defmacro three-way-if (expr a b &rest c)
   (let ((val (gensym)))
       `(let ((,val ,expr))
[image: ]          (cond ((and (numberp ,val) (zerop ,val)) ,a)
[image: ]                (,val ,@c)
[image: ]                (t ,b)))))



Explanation



Lisp macros are so powerful that you can actually write your own if-then command! The code shown here creates a macro called three-way-if that has three branches: one for a numerical zero value [image: ], one everything else that is non-nil [image: ], and one for a nil value [image: ]. For most purposes, a function like this might seem stupid, but if you ever want to write a program that constantly needs to distinguish zeros from nils (or needs to handle some other domain-specific headache), you’ll make your life much easier by writing a macro.

Weakness



Since Lisp macros are so powerful, there is always the danger of programmers abusing them. Overuse of macros can make it hard for other programmers to understand your code.
Macros are discussed in Chapter 16.


Restart Guild Armored Fighter



	Lisp Dialect
	Common Lisp



Synopsis



Proper exception handling is extremely difficult. There are really only two good approaches: Don’t handle exceptions at all and just let your program die when one occurs, or handle every single exception in the most direct and specific way possible. But is it truly possible to handle every potential exception in your code? If your write Common Lisp code, it’s possible to get extremely close to this ideal goal.
[image: image with no caption]

For example, suppose you write a function that raises the prices on a list of widgets. But then, while the function is processing one of the widgets in the list, there’s a memory allocation error. You can’t prepare for this type of error ahead of time, since it could happen anywhere in a program. This makes it impossible to address using traditional exception handling methods.
Even if a function lower in the call stack catches and resolves the source of the exception, the program still faces an unsolvable problem: Some of the widget prices have been raised, while others have not. Common Lisp, however, has a mechanism for addressing this problem, called restarts.
In a language that supports restarts, the function that raises the widget prices can make the proclamation, “Hey everybody! If something bad happens while I’m working on my widgets, just use my restart (called try-again) when it’s safe for me to finish my work!” Another function, lower in the call tree, can now handle the error, and then call try-again to ensure that the widget prices won’t become corrupt. This allows the function to finish raising widget prices at the exact point of failure.
In fact, if you have a program that can’t afford to shut down (a web server, for example), you can still handle a surprising number of extreme exceptions in Common Lisp without ending the program. Even if the program encounters a truly exceptional exception, it can simply divert control back to the REPL. The programmer can then fix the cause of the exception, access a list of available restarts, and continue running the program on the spot.

How It Kills Bugs



By using restarts and the Lisp REPL, a bug can be fixed in a running program, allowing you to “hot script” long-running applications with only a negligible interruption.
Example A-3. Example
(defun raise-widget-prices (widgets)
   (when widgets
[image: ]        (loop (restart-case (progn (raise-price (car widgets))
[image: ]                                   (return))
[image: ]                (try-again () (princ "trying again"))))
[image: ]         (raise-widget-prices (cdr widgets))))



Explanation



This is an implementation of a function that raises prices on a list of widgets. The actual work of raising the price of a single widget is done by the raise-price function [image: ]. The call to this function is protected by wrapping it in a loop and the restart-case command, which declares a restart called try-again [image: ]. If the price can be raised without problems, the raise-price function will complete normally, the loop is interrupted with a return [image: ], and the next item in the list of widgets is processed. On the other hand, if an error occurs while raising the price on a widget, another function (or the programmer) can attempt to fix the problem and call the try-again restart to retry the widget at the point of failure [image: ], which leads to another cycle through the loop [image: ]. The function can then continue down the rest of the list, raising the prices on the remaining widgets [image: ].
By using restarts, your code can offer multiple alternative follow-up options for coping with an exception, so that even the most exceptional exceptions can be handled appropriately.

Weakness



Even though Common Lisp has one of the most advanced exception handling systems in existence, it is still difficult to handle every exception appropriately in your code. However, restarts give you the unique ability to fix a running program and allow it to continue operating, which is usually not possible in other languages.
Restarts are discussed in Chapter 14.
[image: image with no caption]



Generic Setter Guild Supply Ship



	Lisp Dialect
	Common Lisp



Synopsis



To modify the value of a variable in Common Lisp, you use setf. However, this command also has an amazing special power: Instead of a variable name, you can pass it a complex Lisp expression that retrieves a value. It can then turn that expression “inside out” and use it to modify that value, rather than simply retrieve it. These types of expressions are called generic setters.
[image: image with no caption]

Many commands besides setf also support generic setters. Using this feature, most types of data structures can get by without any specific “setting” functions of their own.

How It Kills Bugs



When you have a complicated, nested data structure, it’s often easier to understand code that retrieves data from a specific location than it is to understand code that sets a value at the same location. If you want to set a value at a specific location in a complicated structure, you usually need to work backward through the structure to figure out how to change it. But with generic setters, you can let Lisp handle the hard code for you. Having simpler code is a great way to fight bugs.
Example A-4. Example
[image: ] (defparameter foo (list 1 (make-hash-table) 3))
[image: ] (setf (gethash 'my-key (nth foo 1)) 77)



Explanation



The example creates a variable named foo, which holds a list of three items [image: ]. The second item in the list is an empty hash table. Then it adds a key named my-key with a value of 77 to the table inside foo all at once, by putting a complex expression into setf that “gets at” this location [image: ].

Weakness



By mutating an existing data structure, generic setters cause a side effect, which violates one of the tenets of functional programming. This means they can’t be used when programming in a purely functional style.
Generic setters are discussed in Chapter 9.
[image: image with no caption]
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DSL Guild Hot Rods



	Lisp Dialect
	Common Lisp



Synopsis



Because Lisp has such a simple syntax (everything is delimited with parentheses), it is easy to use it to build your own custom programming language, designed for a specific domain. Such domain-specific languages (DSLs) tend to make heavy use of the Lisp macro system. They represent an extreme form of macro programming, transforming Lisp into a completely new programming language.
[image: image with no caption]


Explanation



This is an example of code that uses a DSL to build an HTML page. In this case, the page displays “Hello World” in a browser, with the second word rendered in bold. The html and body commands (macros created for the HTML library in Chapter 16) generate opening and closing tags that will contain the body of the page [image: ]. Then it calls the regular Lisp function princ to generate the text. The second word is wrapped in another custom DSL command, bold [image: ], which generates opening and closing bold tags around the specified text.
Example A-5. Example
[image: ] (html (body (princ "Hello ")
[image: ]             (bold (princ "World!"))))



Weakness



Since DSLs are programming languages you create all by yourself, you can definitely shoot yourself in the foot if you aren’t careful. It’s easy to create code in a language that is impossible for others (and perhaps even you) to understand.
Chapter 17 discusses DSLs, including the DSL that allows you to write HTML directly inside your Lisp code, as shown in this example.


CLOS Guild Battleship



	Lisp Dialect
	Common Lisp



Synopsis



Common Lisp has the most sophisticated object-oriented programming framework of any major programming language, called the Common Lisp Object System (CLOS). It is customizable at a fundamental level using the Metaobject Protocol (MOP). There’s really nothing like it anywhere else in programming. It lets you create incredibly complex software without losing control over the code.
[image: image with no caption]


How It Kills Bugs



Object-oriented programing (OOP) is a commonly used technique for keeping bugs under control. By writing code in an object-oriented style, you can decouple different parts of your code. When you decouple code, you break your code into logical components, which can be tested independently.
Example A-6. Example 1: Wrapping Code Around Methods
[image: ] (defclass widget ()
      ((color :accessor widget-color
                :initarg :color)))
[image: ] (defmethod describe-widget ((w widget))
     (format t "this is a ˜a widget" (widget-color w)))
[image: ] (defmethod describe-widget :before ((w widget))
    (add-to-log "Somebody is checking on a widget"))


The basic concepts behind object-oriented programming in Common Lisp are discussed in Chapter 9. For detailed information on the design of CLOS, I recommend reading the CLOS papers compiled at http://www.dreamsongs.com/CLOS.html.

Explanation



For this example, imagine we run a company that sells widgets, and we need some object-oriented Lisp code to help keep track of them. First, we need to create a new CLOS class (called widget) with defclass [image: ]. It has one property (or slot, in Lisp lingo) describing the widget’s color. Next, we declare a describe-widget, which prints out a description of the widget [image: ]. By convention, a function designed to operate on a specific type of object is called a method. In this case, the describe-widget is considered a method of the widget object.
Now suppose we want to write an entry to a log file every time a user checks on a widget. Using the CLOS, we can declare one or more before methods that will automatically be called before the main describe-widget method is executed [image: ].
If we didn’t have before methods available, we would need to dirty up our main widget code to add logging, like so:
[image: ] (defmethod describe-widget ((w widget))
[image: ]   (add-to-log "Somebody is checking on a widget")
    (format t "this is a ˜a widget" (widget-color w)))
Here, we’ve added the command for logging [image: ] right in the middle of the describe-widget method [image: ]. This code is a lot uglier, because writing to logs has nothing intrinsically to do with describing a widget. The logging in this version is also tightly coupled to the main code, which means we can no longer test the widget code independently from the debugging code. Using the before method leads to cleaner, more decoupled code.

Explanation



This example demontrates multiple dispatch, a powerful technique for writing methods that are chosen based on the types of their parameters.
Example A-7. Example 2: Multiple Dispatch
[image: ] (defclass color () ())
[image: ] (defclass red (color) ())
  (defclass blue (color) ())
  (defclass yellow (color) ())

[image: ] (defmethod mix ((c1 color) (c2 color))
      "I don't know what color that makes")

[image: ] (defmethod mix ((c1 blue) (c2 yellow))
    "you made green!")

[image: ] (defmethod mix ((c1 yellow) (c2 red))
    "you made orange!")


The example begins by creating a color class [image: ] and also defines three derived classes: red, green, and blue [image: ]. Then we declare a mix method, which will tell us what happens if we mix any two colors. By default, when we mix two colors, it just says, “I don’t know what color that makes” [image: ]. However, using multiple dispatch, we can define more versions of the mix method. For instance, we can declare a version that mixes blue and yellow [image: ], and another version for yellow and red [image: ]. Here’s what happens when we call these methods with different colors:
> (mix (make-instance 'red) (make-instance 'blue))
"I don't know what color that makes"
> (mix (make-instance 'yellow) (make-instance 'red))
"you made orange!"
The important thing to note about the example is that in order to figure out which mix method to call in a given situation, the CLOS needs to take into account both of the objects passed into the method. It is dispatching to a specific implementation of the method based on the types of multiple objects. This is a feature that is not available in traditional object-oriented languages, such as Java or C++.

Weakness



Opinions vary widely in the Lisp community as to how large a role object-oriented techniques should play in programming. The critics of this style complain that object-oriented techniques force data to be hidden away in lot of disparate places by requiring them to live inside many different objects. Having data located in disparate places can make programs difficult to understand, especially if that data changes over time. Therefore, many Lispers prefer to use functional techniques over object-oriented techniques, though the two can often be used together with some care. Nonetheless, there are still many domains in which object-oriented techniques are invaluable, such as in user interface programming or simulation programming.
[image: image with no caption]



The Continuation Guild Rocket Pods



	Lisp Dialect
	Scheme (limited support in Common Lisp with continuation-passing style, or through the use of special libraries)



[image: image with no caption]

Synopsis



In the 1970s, a special dialect of Lisp was created that featured a particularly powerful programming feature called continuations. Basically, continuations let you put “time travel” into your code. This allows you to do things like run programs backward, sideways, or in other crazy ways. For instance, it’s great for implementing advanced programming techniques, such as nondeterministic programming. In nondeterministic programming, you write code that offers the computer multiple choices for what to do next. If one choice isn’t satisfactory, the computer can “roll back time” with continuations to try a different path.
Example A-8. Example
(define continuation null)

[image: ] (define (foo n)
[image: ]    (* (call-with-current-continuation
           (lambda (c)
[image: ]             (set! continuation c)
              (+ n 1)))
[image: ]      2))


Note
This example is in the Scheme Lisp dialect and won’t run in Common Lisp.


How It Kills Bugs



There are many situations where having time travel in your code can make the code easier to understand. The classic example is in a web server. Often, a person must visit several pages on a web page in order to perform a single action. With a continuation-aware web server, you can write code that pretends these pages were visited all at the same time, making your code a lot less buggy. Later on, the web server uses continuations to break your code into several parts (by using the time-travel abilities of continuations), taking care of all the ugly details of handling a multipage web action.

Explanation



In the example, we create a simple function called foo [image: ], which adds one to a number, and then doubles it. For instance, running (foo 7) will return 16. However, inside the function, there is a call to call-with-current-continuation [image: ], which captures the state of the function before the doubling step. It saves this “moment in time” in the variable continuation [image: ]. The current state of the running program is captured at this line [image: ]. Everything that happens after the continuation was captured will then be executed if we call the captured continuation. The only part of the foo command that happens after the continuation was captured is the multiplication by two [image: ]. Consequently, the variable continuation is now a time machine that we can use to jump into this past moment to switch out the number we want to double with another one. So, if we were to now call (continuation 100), it would return 200 (which is 100 doubled). We have traveled backward in time!

Weakness



Continuations are such an awesome feature that they don’t really have a downside. The only real problem they present is for creators of programming languages. True continuations are technically difficult to put into a programming language, so few languages support them. Scheme happens to be one of them. To learn more about continuation-based web servers, see “Implementation and Use of the PLT Scheme Web Server”by Shriram Krishnamurthi, et al.
[image: image with no caption]
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Brevity Guild Micro Fighter



	Lisp Dialect
	Arc Lisp (indirectly available in Common Lisp using custom macros)



[image: image with no caption]

Synopsis



Lisp allows you to write code that is incredibly concise but doesn’t look like your cat walked over your keyboard. (I’m looking at you, Perl!) This is possible because of the various features we’ve already mentioned, such as macros, functional programming, and Lisp’s dynamic typing system.
There is one Lisp dialect, however, that takes this idea to the extreme: Arc. In fact, code brevity is the primary design goal for this language. Paul Graham, the designer of Arc, analyzed large amounts of computer code in an attempt to figure out which primitive commands are needed to write code that is as concise as possible, while keeping the code readable.

How It Kills Bugs



With Arc, the goal is to write programs that are short. It is designed to let you say what you want to say in the most concise way possible, leaving no place for bugs to hide.
Example A-9. Example
[image: ] (accum a
[image: ]   (for n 1 1000
[image: ]        (unless (some [is 0 (mod n _)] (range 2 (- n 1)))
[image: ]            a.n)))


Note
This example is in the Arc Lisp dialect and won’t run in Common Lisp.


Explanation



This example creates a list of all prime numbers between 1 and 1000, using the naïve method of checking for smaller numbers that divide evenly into the current loop value.
The accum function creates a local function named a, which is used to collect any primes that are found [image: ]. We iterate through the integers with a for loop [image: ], checking for smaller numbers that divide evenly into the current value of i [image: ]. If none are are found, i is added to the list of primes [image: ], by calling the function a with this new number. The brackets, [ ], are a shortcut for creating a lambda function with one parameter, which is accessed with the underscore character.

Weakness



Finding an optimally concise set of commands is difficult. With too many commands available, your code can become hard to understand, since it’s difficult to remember what each function does. With too few commands, programs can get too bulky. Arc Lisp tries to find a happy medium, although there’s still room for alternative language designs optimized for code brevity.
Chapter 16 demonstrates how to use macros to make your code concise, and many other examples of Lisp’s powers of brevity are shown in the chapters following that discussion.
[image: image with no caption]



Multicore Guild Formation Fighters



	Lisp Dialect
	Clojure Lisp (available in Common Lisp with the CL-STM extension)



[image: image with no caption]

Synopsis



Now that most computers have multiple cores, there is a lot of interest in finding elegant ways to write multicore/multithreaded code. One popular approach is to use functional data structures along with a software transactional memory system.
Using software transactional memory, you can share complex data structures between several threads, with a guarantee that no thread will see inconsistent information in the data, even if it tries to read shared data while another thread is attempting to write to it.

How It Fights Bugs



Multithreaded code tends to be very buggy. By using software transactional memory, you can greatly increase your odds of writing bug-free multithreaded software.

Explanation



In this example, we define two bank accounts called checking and savings [image: ], with a total amount of $300 between them. We then define a transfer-to-savings function, which can be called to move money from the checking account to the savings account [image: ].
Example A-10. Example
[image: ] (def checking (ref 100))
  (def savings (ref 200))

[image: ] (defn transfer-to-savings [n]
[image: ]       (dosync (alter checking - n)
                (alter savings + n)))


Note
This example is in the Clojure Lisp dialect and won’t run in Common Lisp.

Because this function contains a dosync block, Clojure will make sure these two alter operations [image: ] happen at the same moment in time. Of course, both values aren’t really altered at the exact same point in time, but the language makes sure it will appear to happen simultaneously. If another thread were to read these two accounts at the same time, also within a dosync block, it would see exactly $300 in the combined accounts, no matter how many times either thread checks these values.

Weakness



Software transactional memory carries a performance penalty that cancels out some of the performance gains that come with using multiple CPU cores. However, as the number of CPU cores increases, this penalty is less of an issue.


The Lazy Guild Frigate



Lisp Dialect



Clojure (available in Common Lisp with the Series library, CLAZY library, or custom macros)
[image: image with no caption]


Synopsis



A lazy programming language will perform a calculation only if the compiler determines it is absolutely necessary to produce a visible result. Clojure is the most popular Lisp dialect to include lazy programming as a primary feature. However, limited forms of lazy programming are common in all Lisp dialects.

How It Kills Bugs



Lazy languages let you create infinitely big data structures (as long as you don’t try to use all of the data), which allows more of your code to be formulated as transformations of large data structures. In general, it is easier to debug data structures than it is to debug algorithms. Algorithms involve steps that unfold over time, and to understand them, you usually need to watch them as they execute. Data, on the other hand, exists independently of time, which means you can find bugs in a data structure just by looking at it.
Example A-11. Example
(take 20[image: ] (filter even?[image: ] (iterate inc 0)[image: ]))


Note
This example is in the Clojure Lisp dialect and won’t run in Common Lisp.


Explanation



This code returns the first 20 even positive integers. To do this, it first creates an infinite list of all positive integers [image: ], using the iterate function to create a list of integers starting at zero. Then it filters out the even numbers [image: ]. Finally, it takes the first 20 numbers from that result [image: ]. Until the final take command, the data structures being operated on are theoretically infinite. However, since Clojure is a lazy language, it instantiates these data structures only on an as-needed basis. This means that only the first 20 such numbers are ever generated. (And even then, they are generated only if we actually use the final value somehow, such as printing it to the screen.)

Weakness



Since a lazy programming language chooses the order in which your code is run, it can lead to debugging headaches if you try to trace your code as it is running.
Chapter 18 discusses lazy programming.
[image: image with no caption]
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Copyrignt (c) Bruno Haible, Pierpaolo Bernardi, San Steingold 1998
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[rype :h and hit Enter for context help.

(11> (defparaneter my-socket (socket-server 4321))
v -sockeT

(21> (defparaneter my-strean (socket-accept ny-socket))
Jrv-sTREAN

(31> (read ny-strean)

Yo server!

(41> (print “What up, Client!* my-strean)

MA@ ConT AU NEpIFOR=1A207 =)
Edit View Jerminal Tabs Help

(2008-02-23) <http://clisp.cons.ora/>

(c) Bruno Haible, Michael Stoll 1992, 1993
(c) Bruno Haible, Marcus Daniels 1994-1997
(c) Bruno Haible, Pierpaolo Bernardi, San Steingold 1998
(c) Bruno Haible, San Steingold 1999°2000
(c) san steingold, Bruno Haible 2001-2008

[rype :h and hit Enter for context help.

[1]> (defparaneter my-strean (socket-connect 4321 *127.0.0.1°))
v - TREAN

(21> (print “Yo Server!* my-strean)

Yo server!

(31> (read ny-strean)
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